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FOREW ORD

The performance requirements of modern aircraft have intensified our need to understand and predict the
characteristics of three dimensional shear flows, particularly attached and separated boundary layers. These characteristics
differ in certain essentials from those of two dimensional flow, but hitherto our predictive methods for three dimensional
flos have been simple extensions of those developed for two dimensional flows and involve the same empiricisms.
However, it has become increasingly clear that we need additional inputs to reflect the special features of three dimensional
flows if our prediction methods are to achieve the required accuracy. These special features stem from the presence of cross
flows and streamwise vorticitv in three dimensional flows as well as spanwise variations of initial conditions. These have
important effects on the transition process and on the growth, decay and stability of turbulence, with consequent effects on
the characteristics of turbulent shear flows. The increasing interest in the control of turbulence structures to reduce skin
friction needs to be widened to include the three dimensional factors.

The aims of the Symposium were to determine the trends and achievements of current research activities in thesc areas
and to highlight the problems on which future research should be focussed.

Modern computing facilities and techniques have made it possible to explain the stability characteristics of laminar
flow, s by direct solution of the time dependent Navier-Stokes equations, in addition to the more classical analytical approach
of exploring the response to small perturbations. In recent years there has been increasing work along these lines, revealing
important features of the transition process. The Symposium included seven sessions devoted to the topic of transition, and
these sessions well representcd the turrent state ot tic art. The characteristics ot three dimensiona turbulent shear ftows
were dealt with in five sessions, a reflection of the fact that here much more experimental work is needed, and the effort
devoted to this difficult topic his not yet reached the level required. However, the Symposium has served to define the main
areas calling for future research, and it should be very helpful in stimulating the work needed.

Face aux sp&ifications des nouveaux adronefs nous avons de plus en plus besoin de comprendre et de prdvoir les
caractdristiques des coulements de cisaillement tridimensionnels et des couches limites attachdes et ddcollkes en particulier.
Bien que ces caractdristiques pr~sentent certaines diff&ences fondamentales par rapport celles des 6coulements
bidimensionnels, les mrthodes jusqu'ici utilisdes pour leur prdvision ont consist6 en des simples extensions de celles
ddveloppees pour les 6coulements bidimensionnels, avec les mmes empirismes. Or, il est de plus en plus 6vident que des
6l6ments complkmentaires. qui tiennent compte des caractdristiques spdcifiques des 6coulements tridimensionnels, sont
ndcessaires pour atteindre le niveau de precision requis dans nos mdthodes de prevision. Ces caractdristiques sp&ifiques ont
pour origine la presence d'6coulements transversaux et de tourbillons dans le sens du flux dans les 6coulements
tridimensionnels, ainsi que des variations des conditions initiales dans le sens transversal. Ces phdnom~ncs ont des
consequences importantes sur 1"Nvolution de la transition et sur l'volution de I'amortissement et la stabilitd des tourbillons;
lesquelles influent i leur tour sur les caractdristiques des &coulements de cisaillement turbulents. A I'heure actuelle, la
communaut6 scientifique manifeste de plus en plus d'int& t dans le contr6le des structures A turbulence pour rduire les
frottements de plan, mais ce domaine doit 6tre dlargi pour inclure les aspects tridimensionnels.

Le symposium a eu pour objectif d'identifier les tendances gdndrales et les progr{s ralisds par les recherches en cours
dans ces domaines et de mettre en 6vidence les probl{mes qui doivent tre abordds par les travaux de recherche futurs.

Les moyens et les techniques informatiques d'aujourd'hui k rm,. ttent d'explorer les caractdristiques de la stabilit6 des
6coulements laminaires par la resolution directe des 6quations Na, Stokes instationnaires, en plus de I'approche
analytique, qui consiste 6tudier la rdponse h des petites perturbations. De plus en plus d'6tudes ont &6 consacrees a ces
questions au cours des dernii:re anndes, avec pour rdsultat la ddcouverte de plusleurs caractdristiques importantes du
processus de transition.

Le symposium comprend sept sessions consacres a la transition, qui refletent bien N'ctat de l'art dans cc domaine. Les
caractdristiques des coulements de cisaillement tridimensionnels turbulents sont traitdes en cinq sessions ce qui ddmontre la
necessite de porter les efforts sur les travaux exp&imentaux et indique que les efforts consacrds i cette question difficile
n'ont pas encore atteint Ie niveau souhaite.

Ndanmoins, le symposium a servi h ddfinir les principales voies de recherche futures, et favorisera sans doute le
ddclenchement des travaux en question.
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I-1

STABILITY AND TRANSITION OF TIIREE-DIMENSIONAL BOUNDARY LAYERS

William S. Saric and Helen L. Reed
Mechanical and Aerospace Engineering

Arizona State University
Tempe, Arizona 85287-6106

USA

SUMMARY

The most recent efforts on the stability and transition of three-dimensional flows are reviewed. These include flows over

swept wings, rotating disks, and attachment lines. The generic similarities of their stability bcha% ior is discussed. It is shown that

the breakdown process is very complex, often leading to contradictory results. Particular attention is paid to opposing

observations of stationary and traveling wave disturbances.

1. INTRODUCTION

1.1 Basic Ideas

The process of the breakdown of a bounded laminar flow is three dimensional and may be described by the foilowing

simplified discussion. Disturbances in the freestream, such as sound or vorticity, enter the boundary layer as steady and/or

unsteady fluctuations of the basic state. This part of the process is called receptivity (Morkovin 1969, fI9 7 7 ) and although it is still

not well understood, it provides the vital initial conditions of amplitude, frequency, and phase for the breakdown of laminar flow.

Initially these disturbances may be too small to measure, and they are observed only after the onset of an instability. The type of

instability that occurs depends on Reynolds number, wall curvature, sweep, roughness, and initial conditions. The initial growth

of these disturbances is described by linear stability theory. This growth is weak, occurs over a viscous time scale (or long length),

and can be modulated by pressure gradients, mass flow, temperature gradients, etc. As the amplitude grows, three-dimensional

and noitlinear interactions occur in the form of secondary instabilities. Disturbance growth is very rapid in this case (now over a

convective time scale), and breakdown to turbulence occurs.

When considering boundary-layer flows it is important to emphasize that the understanding of the transition process will

only come from the consideration of three-dimensional effects in the stability process even though the basic state may be one

dimensional and the primary instability may be two dimensional. Moreover, the nature of transition is critically tied to the

upstream initial conditions. The important features of this problem for one- and two-dimensional basic states have been recently

reviewed by Tani (1981), Reshotko (1976, 1984a,b), Mack (1984), Arnal (1984), Herbert (1985, 1988), Singer ct al. (1986, 1987),

and Saic (1985a,b, 1986).

A renewed interest in problems of stability and transio iii swcpt-witg flou, l,,1, developed as a result of an emphasis on

the design of energy efficient airfoils; see, for example, the early reprts of Pfenninger (1961, 1977a,b), Heftier & Bushnell

(1977), Bushnell & Tuttle (1979), and Runyan & George-Falvy (1979) and the more recent reports of Ecklund & Williams (1981),

Montoya et at. (1981), Harvey & Pride (1982), Pearce (1982a,b), Pearce et al. (1982), Tuttle & Maddalon (1982), Boeing

Commercial Airplane Company (1982, 1984), Etchberger (1983), Hanks et al. (1983), Wagner & Fischer (1983, 1984), Douglas

Aircraft Company (1984), Holmes (1984), Runyan Ct al. (1984), Wagner et al. '19 ,. Rohhiv! er al. (1085), Braslow & Fischer

(1985), Harvey et al. (1985), Hefner (1985), Holmes et al. (1985). Meyer & Jennett (1985), Thomas (1985), Waggoner et al.

(1985), Wagner et al. (1985), Redeker et al. (1986), Pfenninger et al. (1986, 1987, 1988), Goradia et al. (1987), Harvey (1987),

and Korner et al. (1987), and Pfenninger & Vemuru (1988). These flows are three dimensional in nature and are, of course,

subject to three-dimensional instabilities. As recent symposia and conferences have indicated, there is far more current interest in

these problems than ever before. Therefore, the present paper concentrates on work in three-dimensional boundary layers and

update the status of the new work in this area.

1.2 Three-Dimensional Boundary Layers

A fully three-dimensional (3-D) boundary-layer flow exhibits instability behavior quite that is different from that of the

corresponding two-dimensional (2-D) flow. Of particular interest are the stability characteristics of these 3-D flows where

inviscid criteria may produce a stronger instability than the usual Tollmien-Schlichting waves. Examples of 3-D flows of practical

interest include swept wings, rotating cones, comers, inlets, and rotating disks. It appears that these flows exhibit a rich variety of

stability behavior that is generic to 3-D boundary layers. A consistent characteristic of the instabilities is the presence of

streamwise vorticity within the shear layer. This streamwise structure produces a strong spanwise modulation of the basic state

that gives rise to secondary instabilities. The reader should also see Kohama (1987a,b), who makes manv of the same points in his

review of the subject.

. . .. IL



The tlov. over a ss ,-pt Wing is a coninon c xanipIc, of a 3-1) [ tndary layer. This type of 3-D flow is susceptible to four

of instabilities that lead to transition- They are leading-edge instability and contamination, streamwise instability,

cctanfugal instability, arid crossflow instabilitv. Leading-edge instability and contamination occurs along the attachment line and

is associated either with a hasic i ,- ;ihlity of the attachment-line fow or with turbulent disturbances that propagate along the wing

leading edge (Pfenninger 1963a, Poll 1979, 1984, 1985, lall et al. 1984, 1lall & Malik 1086). Streamwise instability is associated

with the chordwise component of flow and is quite similar to processes in 2-1) flows, where Tollmien-Schlichting (T-S) waves
generally develop (Mack 1984). This usually occurs in zero or mild positive pressure-gradient regions on a wing. Centrifugal

instabilities occur in the shear flow over a concave surface arid appear in the form of G;rtler vortices (Floryan & Saric 1982; flall

1983). However, Hall 1985) has conclusively shown that the G6rtler vortex instability is unimportant in the concave region of

swept wings when the angle of sweep is large compared to Re la. This situation is easily realized in wings of moderate sweep and

thus one Aould expect crossflow or T-S breakdown of the laminar flow.

The excellent review papers of Mack (1984), Aral (1984, 1986). and Poll (1984) contain summaries of the earlier work.

Mack ( 1984( is a monograph on stability theory and is the primary source of basic information on the subject. Arnal (1984)

concentrates on tr,nsition prediction in 2-D flows while Poll (1984, covers iraj,,ition woik in 3-D flows. The r-cent work of

Arnal (1986) is an extensive review of transition in 3-D flows and as such is complementary to the material covered herein.

In this paper, attention is focused, in Section 2, on the problems of flow over a swept wing that exhibits cros.%flow

instabilty. Problems of rotating disks are discussed in Sections 3. Attachment-line problems are important for wing-body

geometries and are reviewed in Sections 4 Cones, spheres, and other geometries are reviewed in Reed & Saric (1989) and T-S and

Gbirtler instabilities are not discussed as primary instabilities but rather only in terms of secondary instabilities.

2. SWElPT-\NIN(; FLOWS

The principal motivation for the study of 3-D boundary layers 7omes from the ;:quirement to underst:!nd the mechanism of

transition on swept wings, for which the early challenge for aircraft designers was the need to achieve laminar-flow wings.

Straightforward success was achieved with suction (e.g. Braslow & Visconti 1950, Braslow et al. 1951) on non-swept wings,

where only streamwise instabilities (T-S waves) are present. Gray (1952) contains the first observations that the transition process

on a swept wing is remarkably different from the usual streamwise instabilities. Thus, the topic of this section is on the crossflow

instability that occurs in strong pressure-gradient regions on swept wings. In the leading-edge region both the surface and flow

streamlines are highly curved. The combination of pressure gradient and wing sweep deflects the inviscid-flow streamlines

inboard (as shown by Gregory et al. 1955) in a manner similar to that shown in Figure 1. This mechanism reoccurs in the

pressure-recovery region near the trailing edge. Because of the lower momentum fluid near the wall, this deflection is made larger

within the boundary layer and causes crossflow, i.e. the development of a velocity component inside the boundary layer that is

perpendicular to the local inviscid-flow velocity vector. This profile is characteristic of many different 3-D boundary-layer flows

and is shown schematically in Figure 2. The crossflow profile has a maximum velocity somewhere in the middle of the boundary

layer, going to zero on the body surface and at the boundary-layer edge. Figure 3 shows quantita.ive calculations carried out by

Reed (1988) of local streamwise and crossflow velocity profiles in the 3-D boundary-layer experiment of Saric & Yeates (1985).

Botn veiocity ,:o-,ponents are normalized with the boundary-layer-edge velocity. The value of W,,, of 3% is typical of the order

of magnitude of the crossflow velocity in both wind-tunnel and flight tests. The crossflow profile exhibits an inflection point (a

condition that is known to be dynamically unstable) causing so-called crossflow vortex structures to form with their axes in the

streamwise direction. These crossflow vortices all rotate in the same direction and take on the form of the familiar "cat's eye"

structure when viewed in the stream direction as shown in Figur, 4 (Gray 1952, Owen & Randall 195?. Gre'ory et al. 1955,

Pfenninger 1977a). This streamline pattern is contrasted with the G~irtler vortex structure, also shown in Figure 4. In Figure 5,

Reed (1988) presents an actual streamline calculation of the Saric & Yeates (1985) experiments. This spanwise periodic structure

is typically of the order of the boundary-layer thickness.

2.1 Historical Perspective

The "flying wing" was one of many experimental aircraft produced in the 1940s in order to evaluate high-speed flight. An

example of this type was the Armstrong-Whitsworth AW52. Although unyawed wind-tunnel tests showed laminar flow back to

60% chord, yawed flight tests showed turbulent flow from the leading edge on both the upper and lower surfaces (Gray 1952). In

surveying a range of high-speed aircraft, Gray concluded that "no laminar flow is present on normal wings of any appreciable size

and speed if the sweep angle exceeds roughly 20'." Using sublimation techniques to locate transition, Gray discovered closely

spaced stationary streaks in the local flow direction in tests where some laminar flow was present near the leading edge.

The discovery of the crossflow instability is thus attributed to Gray (1952) and interpreted as such by Owen & Randall

k 1952) and independently by Squire (as an add--ndum to Owen & Randall 1952) and Stuart (1953). This work was put on a firm

footing in the classic paper of Gregory et al. (1955), who established the generality of the results for 3-D boundary layers and

presented the complete disturbance-state equations.



0%%.- & Rand.I i I"5) 2 a c Iuatcd cro\stlov, stabi I lity and transition criteria based Nth ol Gray's AW52 flight rest Its and

on An,,conil-. & llhn s v, orh i N52) v, ind-tunnel data. Thy Introduced a crossflow Rcvnolds number R.,. - W,,.,6idv (based on

the ma iiiLIim cros.,tos%, vc cit and the boundar,,-laver height where the crossflow velocity; is I(0. -of tile maximum) as the

g,'ocriintg parameter and reported a onummunt crinl cal cross'low Revnolds number, ctrtR 1 .- 96, in the front part of the swept

v in. Tran-itioii v% , acd m' transR, 1. = 150 ['PlI 19S-1) discusses the details of this correlationi. Subsequently, Allen &

llurrovs I 10Soi ., BiiUrro.,, ( l 0, conducted tlIghi tests vhith untapered swept wings and flound qualitative agreement with

)v ci & R: ., s colt-clation. ihese pes,,nni,,tic results painted a discouraging picture fbr lamitnar flow control on swept wings.

I he dc,,elopniet it linar t1ot . control IIt.) oin swvelit ,ilugs and the control of spanwise turbulent contamination along

,..e front attach lne nt line of stvit ,c v.ings are tile result of work doie by l-fenninger and his colleagues le.g. Pfenninger 1977a,b).

[he idea at the ttle follov, ing tile Brii,h work in the early 1950's, was that on a lattinar svept v ing vith suction, the minimum

critical cros,,1,,tli', n ld, niin!ibr maiy e exceeded at various chordwise stations by a ratio of tran)R(.( to critiRcs: similar to that

of ()wen & RaiidalI ( 952i v%ithott causing transition. The chordwise suction distribution, for which RcI; at various chordwise

stations is some fraction higher than the corresponding local critRcl., can then be determined from calculations of the development

and stabilitv of the laminar boundar laveron swept wings with suction (Pfenningcr& Bacon 1961). We know now that critical-

Reviolds-nurnber correlations of transition are risky and can be misleading le.g. Floryan & Saric (1983) showed that suction

,tabliwes the integrated gros i, of G(irtler vortices but it lowers the minimum critical G(krtlcr ntumberj.

The first attempts to directly integrate Stuart's disturbance equations (Gregory et al. 1955, Stuart 1953) were carred out by

Bro,n (BroAn & Savre 1954. Brown 1955, 1959) under Pfenninger's direction. For no suction, Brown's results agreed with

Gras i1952) and Owen & Randall's (1952) AW52 results near the leading edge. However, under the assumption of laminar

flowA the calculations (using Raetz 1953a.b. 1957) also showed considerably higher minimum critical Reynolds numbers for the

cros,,tlov, in tile region of the rear pressure rise, where the maximum crossflow velocity occurs relatively closer to the wing
surface or, in other words, the second derivative of the crossflow velocity at the wall has larger negative values than in the

leading-edge region of the NIm. This result justified the use of suction (control) in the leading-edge region to possibly stabilize

tile Noundarv layer there.

Various theoretical suction distributions were tried, and then Brown's results were tested by Pfenninger and his coworkers

in a series of experiments with suction on a 30' swept wing. They verified full-chord laminar flow with the theoretical suction

distribution at a chord Reynolds number of 12 million in the University of Michigan tunnel (Pfenninger et al. 1957), 14 million in

the NORAIR tunnel (Bacon et al, 1959) and 29 million in the NASA-Ames 12' low-turbulence tunnel (Pfenninger & Bacon 1961,

(lault 1960, Boltz et al. 196()a.b. The Michigan and NORAIR results represented limits of the facilities. In order to avoid

escessive crossflow in the front part of the wing, where the flow is strongly accelerated, an increasing amount of suction (order 10-
based on freestream speed) vas assumed in this area with increasing wing-chord Reynolds numbers. Relatively weak suction

(order I()4) appeared to be adCqiate for the maintenance of laminar flow in the region of the flat pressure distribution. Much

stronger suction. however, was chosen in the region of the rear pressure rise, where the combination of a comparatively thick

boundary layer wi th large vpan',.% se pressure gradients generally causes a severe boundary-layer crossflow on a swept low-drag
suction wine (Pfennin,:eer 1957, 1901. Pfenninger & Bacon 1961, Pfenninger & Groth 1961). With this first successful swept-

wing LFC program, Ptenn incr and his group thus established the foundation of future efforts in this area. See Pfenninger (197 7a)

for a collection of over 1N) companion references of technical and commercial reports on LFC efforts.

2.2 Stability and Tr.iitiin PrcdiciLiin

For parallel 3 1) i ciiipressihlc flows. Stuart (Gregory ct all. 1955) derived the 3-D linear stability equations including

boundary-laycr growth and sircamline curvature, lie also detertined a transformation reducing the 3-D temporal problem to a 2-

D one. For flovs over a rotaitng disk and a swept wing, Brown (1961a) solved these equations numerically. An excellent

reference giving details of the incompressible parallel-stability problem formulatior results obtained, and physical mechanisms

involved is that of Mack ( 1984).

In the past 10 years, considerable progress has been achieved in calculating the stability characteristics of 3-D flows. The

tate-of-the-ari transition-prediction method still involves linc:.r stability theory coupled with an eN transition-prediction scheme

(Mack 1984, Poll 1984), w, here N is obtained by integrating the linear growth rate from the first neutral-stability point to a location

somewhere downstream on the bodiy. Thus eN is the ratio of the amplitudes at the two points, and the method correlates the

transition Reynolds nutiier (based on freestream speed and the distance from the leading edge) with N. This method was

propo,,ed originally by Smith & Gamberoni (1956) and Van Ingen (1956), who used it in 2-D and axisymmetric flows and showed

that transition occurs when N approaches 10. That is, the amplitude of the disturbance at transition is ets times larger than the

amplitude at its initial instability (e.g. Jaffe et al. 1970, Mack 1975, 1977, 1984, Ulefner & Bushnell 1979, 1980, Bushnell & Malik

1985, Berry et al. '87).

Malik & Poll (1984) extend the incompressible stability analysis of 3-D flows, analyzing the flow over a yawed cylinder,

to include curvature of the surface and streamlines. They show that curvature has a very stabilizing effect on the disturbances in
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the tlow. N-factor calculations are compared with the experimental results of Poll ( l)85) and good agreement is shown with the

transition prediction scheme. They, as does Reed (1988), also find that the most highly amplified disturbances are traveling waves

rather titan stationarv waves. Here again. Malik & Poll obtain good agreement with Poll's recent experimental work in which a

highly amplified traveling wave is identified around I kltz near transition. (This is discussed in Section 2.3.) Malik & Poll obtain

N factors between II and 12 for the fixed-frequency disturbances in agreement with the work of Malik et al. (1981) on the rotating

disk. In both cwi' (the disk and cylinder), when the extra terms involving curvature and Coriolis effects are omitted in the

s:abiliy analysis, the N factors are much larger, which illustrates the need to do the realistic stability calculations. Mack (1984)

and Saric 1985a) review this area. All reports indicate that the cossflow instability is the dominant instability in pressure

gradieat regions of swept w, ings.

As pointed out in Section 1.2, Hall (1985) has shown through an asymptotic analysis that the G6rtler instability is

insignificant in the concave region of swept wings when the sweep angle is large in comparison with Re-tn. Collier & Malik

1987) make linear stability calculations for stationary disturbances for the concave lower-surface leading-edge region of a

supercritical-airfoil section. Sweep is varied as a parameter in the study. As sweep increases the maximum amplification rate

decreases and the Gdrtler vortex structure disappears when the crossfilow Reynolds number is increased. The results indicate that

for non-zero sweep angles disturbances in the concave region are predominantly of the crossflow type, but they are transformed

into weak G6rtler type vortices as the pressure gradient becomes favorable and the crossflow velocity changes direction.

Moreover, it was shown that the curvature terms in the stability analysis have a destabilizing effect on crossflow instability. When

these terms are excluded, the amplification rates were shown to be lower by at least 33%. Kohama (1987c) experimentally studies

the transition proce - on a concave-convex wall. This is discussed in the next section along with the supporting calculations of

Collier and Malik (1987).

As far as transition correlations and criteria are concerned, in a prediction scheme based on limited experimental data,

Beasley (1973) suggests that transition occurs when the crossflow Reynolds number becomes equal to 150. The discussion in the

next two paragraphs addresses recent experiments demonstrating that this is not necessarily the case.

Michel et al. (1985a) develop transition criteria for incompressible two- and three-dimensional flows in particular, for the

case of a swept wing with infinite span. They correlate transition onset on the swept wing using three parameters: a Reynolds

number based on the displacement thickness in the most unstable direction of flow, the streamwise shape parameter (i.e. the ratio

of displacement and momentum thicknesses), and the external turbulence level. They simplify the problem by not including

curvature effects and assuming locally parallel flow. Even with these simplifications, the comparison with experiment shows

good agreement.

Transition criteria are also discussed by Arnal et al. (1984a,b) and Arnal & Coustols (1984). Arnal et al. (1984b) present

three different criteria, one for each of three different explanations for the appearance of turbulence in 3-D boundary layers

(streamwise instability, crossflow instability, and leading-edge contamination), and relate their results to Boltz et al. (1960b).

They also discuss the experiments of Manie & Schmitt (1978), Schmitt & Manie (1979) and Poll (1978, 1979).

Arnal et al. (1985) suggest a method for calculating the beginning of transition as well as the transition region itself. Their

theory includes the influence of sweep angle on transition and discusses laminarization by wall shaping and suction. Michel et al.

(1985b) present transition criteria based on stability theory for strearnwise instability, crossflow instability, and leading-edge

contamination. They use an intermittency-method condition and a mixing-length scheme to calculate the transition region which

has the advantage over a sudden-transition calculation in predicting boundary-layer thickness.

2.3 Transition Experiments

The current experimental work of Poll (1985) focuses on the crossflow instability. He shows that increasing yaw has a

very destabilizing effect on the flow over a swept cylinder, and he characterizes the instability in two ways. The first is by fixed

disturbances visualized by either surface-evaporation or oil-flow techniques. These disturbances are characterized by regularly

spaced streaks aligned approximately in the inviscid-flow direction, leading to a sawtooth pattern at the transition location. The

second way is with unsteady disturbances in the form of large-amplitude high-frequency harmonic waves at frequencies near 1

kHz. At transition near the wall surface, he obtains these unsteady disturbance amplitudes that are greater than 20% of the local

mean velocity. Initially he tries to use two parameters to predict transition. These are the crossflow Reynolds number and a

shape factor based on the streamwise profile. However, based on *he results of his research, Poll finds that two parameters alone

are not enough to predict transition, and that one needs at least three parameters to accurately describe the crossflow instability.

Michel et al. (1985c) present some very good experimental results on the crossflow instability, conducted on a swept airfoil

model [the complete details of the experimental setup are given in Coustols (1983)1. By surface-visualization techniques they

show regularly spaced streaks that are aligned practically in the inviscid-flow direction, with a sawtooth pattern near the transition

area. They perform hot-wire measurements on the stationary waves and find a spanwise variation of the boundary layer before

transition that becomes chaotic in the transition region. The variations are damped in the turbulent region. From their boundary-

layer measurements Michel et al. deduce that the ratio VS is nearly constant and equal to 4, where X is the spanwise wavelength



I-5

and 6 is the physical boundary-layer thickness. They also fnd a small peak in the spectra around I kllz (like Poll 1985), which is

due to a streamwise instabi,ity. In addition to this they provide some theoretical work on the secondary velocities and show

counterrot:timg vortices in the streamwise direction. However, when these components are added to the mean velocities, the

vortices are no longer clearly visble.

Kohama et al. (1987) stu, died the 3-D transition mechanism in a swept-cylinder boundary layer using hot wires and smoke.

A traveling disturbance appears in the final stages of transition and is found to be an inflectional secondary instability induced by

the primary crosstlow. The appearance of secondary ringlike traveling vortices (onset of the secondary instability) along the

crossflow vortex is a breakdown of the crossflow structure observed by Kohama (1987b). Kohama et al. (1987) conclude that the

sinusoidal velocity fluLctuations obtained by Poll (1985) in the later stages of transition correspond to this secondary-instability

motion.

Kohama (1986, 1987b) proposes that the "spike" stage in 3-D boundary layers corresponds to his concept of wavedoubling

in which the hot wire senses the low velocity fluid that is swirled up and blown down by the vortex motion into the high velocity

circumtcrential flow. Accoeding to this theory, in the spike stage, the flow has not yet initiated turbulent motion; rather, it is a

complicated flow field in which two different instabilities (see previous paragraph) occur simultaneously.

Kohania (1987c) studies the transition process on a concave-convex wall typical of the lower surface of a LFC supercritical

airfoil. However, the pressure distribution through the concave region was modified by tailoring the test-section walls. The result

was a "flat-top" pressure distribution in the concave region which delayed transition to a location aft of the concave region. Using

hot-wire and smoke-wire techniques in the concave iegion, he observes the Taylor-G6rtler instability when there is no sweep. In

the case ot a sweep angle of 47, the Taylor-G~rtler instability is observed only at the beginning of the amplified region. These

vortices are then transformed to co-rotating crossflow-type vortices. Intermediate angles are not tested. In contrast, Collier &

Malik (1987), applying stability calculations for the same pressure distribution, report that the G6rtler-type disturbance

predominates in the concave zone instead of the crossflow type for cases of large sweep angle. This difference remains to be

addressed.

In parallel with these other efforts, a large LFC experiment is being conducted in the NASA-Langley 8' Transonic Pressure

Tunnel on an advanced supercritical wing. This experiment includes suction and is conducted at transonic Mach numbers and
flight Reynolds numbers. With the objective of full-chord laminar flow, it is a test bed for different LFC methods, transition-

measurement techniques, and computer-code validation. When completed it will provide valuable LFC design data. The latest

progress in this work is reported by Harvey (1987).

Concurrently, LFC flight tests are being conducted by NASA-Langley in cooperation with the major airplane companies.
Again, the leading-edge flight tests on the JETSTAR, the variable-sweep experiments on the F-14, and the wing-noise survey and

natural laminar flow (NLF) glove flight tests on a Boeing 757 (e.g. Wagner et al. 1985) will provide a test-bed for different LFC
methods and computer-code validation. See also the report of Holmes et al. (1985), for example, concerning other NASA NLF

flight tests.

The design of modem LFC transports depends on the prediction of the growth of the various characteristic disturbances

using the eN methou. These designs are being carried out using advanced computer codes (e.g. Bauer et al. 1972, 1975, Kaups &

Cebeci 1977, Caughey 1983, Campbell 1987). Typically, the upper surface of the 2-D airfoil is characterized by an extensive
supersonic flat-pressure region preceded by a leading-edge negative pressure peak and followed by a gradual shock-free

recompression to subsonic flow with a subsequent rear pressure rise of the Stratford type (e.g. Pfenninger 1977a,b, Allison &
Dagenhart 1978, Pfenninger et al. 1980, Powell 1982). Consequently, the crossflow instability will dominate fore and aft, while

the T-S instability affects the midchord region. Pfenninger (1977a,b) comments that the classification of the stability problem into
indep,a:zJent parts is physically acceptable as long as different strongly amplified disturbances do not occur simultaneously. At
this time there is no suitable criterion for establishing transition when both crossflow and T-S waves are present. For the lack of
anything bet, ",.; engineering design, a linear relationship is assumed between the N-factors for steady crossflow transition

(NcF) and !-:, '-isition (NT-). Usually one assumes

Nrs = 12 - (1.2) Ncj;
with some2 err.- hare,, as a transition criterion (Boeing Commercial Airplane Company 1982). Understanding what occurs when

both crc-sflow I,, i-S waves coexist is necessary and this is discussed further in Section 2.5.

2.4 Role of Spanwise Variations

A major unanrwered question concerning swept-wing flows (besides the aforementioned steady/unsteady discrepa ucy

between theory and experiment) is the interaction of crossflow vortices with T-S waves. If the vortex structure continues aft into
the midchord region, where T-S waves are amplified, some type of interaction could cause premature transition. In fact, the
unsteadiness at transition observed by Poll (1985) and Michel et al. (1985c) could be due to this phenomenon. Indeed early LFC
work of Bacon et al. (1962) shows a somewhat anomalous behavior of transition when sound is introduced in the presence of
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crossflow vortices. Klebanoff et a). (1962) show that the onset of three dimensionality is quickly followed by breakdown of the
laminar flows, and various instabilities have been found to interact. These interactions have been reviewed for plane channels and

boundary layers by Herbert (1986, 1988).

It is well known that streamwise vortices in a boundary layer strongly influence the behavior of other disturbances.
Pfenninger (1977a) suggests that amplified streamwise vortices produce spanwise periodicity (three dimensionality) in the

boundary layer that causes resonance-like growth of other secondary disturbances.
A series of analyses in 1980 addressed this issue of the destabilizing nature of spanwise periodicity. Nayfeh (1981) shows

that G 6rtler vortices produce a double-exponential growth of T-S waves. Herbert & Morkovin (1980) notes that the presence of

T-S waves produces a double-exponential growth of Gbrtler vortices, while Floryan & Saric (1984) show a similar behavior for

streamwise vortices interacting with Girtler vortices. Malik (1986a) gives a good review of these efforts and lays the groundwork

for the more general attack of these problems using complete Navier-Stokes solutions to account for secondary distortion of the

basic state. For example, Malik in his computational simulation is unable to find the interaction predicted by Nayfeh (1981).

Srivastava (1985) in a calculation similar to Nayfeh, also shows growth rates lower by an order of magnitude than those predicted

by Nayfeh (1981). However, in a recent paper, Nayfeh (1987) has clarified the parameter range over which this interaction may
occur. The T-S/Gidrtler problem has been examined in curved channels by Hall & Bennett (1986) and Daudpota et al. (1987). The

latter paper is a weakly nonlinear analysis and a Navier-Stokes simulation in a region where both amplified G rtler vortices and T-
S waves exist. Daudpota et al. show that four types of interactions are possible with four stationary states for each interaction.

Relative amplitude conditions are given for each type of interaction and final state configuration. The underlying theme of all of
these papers is the strongly destabilizing nature of spanwise variations on weakly growing 2-D waves.

Reed (1984) analyzes the crossflow/T-S interaction in the leading-edge region by using a parametric-resonance model.
She shows that the interaction of the crossflow vortices with T-S waves produces a double exponential growth of the T-S waves

(the wavelengths predicted for the given conditions chosen are larger than realistic however, again indicating the need for more

investigation). In a more recent investigative analysis, Reed (1988) shows a crossflow/crossflow interaction that is responsible for

observations in the experiments of Saric & Yeates (1985). The results of Bacon et al. (1962) and Reed (1984, 1988) clearly show

the need to experimentally study problems of this kind. These papers are discussed later in the context of the results from Saric &
Yeates (1985), Nitschke-Kowsky (1986), Bippes (1986), Bippes & Nitschke-Kowsky (1987), Arnal & Juillen (1987), and Fischer

& Dallmann (1987).

2.5 Stability Experiments

Saric & Yeates (1985) established a 3-D boundary layer on a flat plate that is typical of infinite swept-wing flows. This

boundary layer is established by the use of a swept leading edge and contoured walls to produce the pressure gradients. The
experimentally measured C, distribution is used along with the 3-D boundary-layer code of Kaups & Cebeci (1977) to establish
the crossflow experiment and to compare with the theory. Some of the results of Saric & Yeates (1985) illustrate that not

everything is as it should be in 3-D boundary layers and these results are discussed below.

Boundary-layer profiles are taken at different locations along the plate with both slant-wire and straight-wire probes.
Reduction of both the straight-wire and slant-wire data at one location produces a crossflow profile that can be compared with the

theory. The velocity component perpendicular to the local inviscid-flow velocity vector is called the crossflow velocity. By

definition, since the crossflow profile is perpendicular to the edge velocity, the crossflow velocity is zero in the inviscid flow.

Disturbance measurements of the mean flow are conducted (Saric & Yeates 1985) within the boundary layer by making a

spanwise traverse (in z, parallel to the leading edge) of the hot wire at a constant y location with respect to the plate (y is measured

normal to the plate and x is measured in the chord direction). These measurements are carried out at many different x and y
locations using two different freestream velocities. The pressure gradient induced on the plate by the wall bump is negative from

the leading edge to 40% chord, with the measurements taken from 20% to 40% chord. Typical results show a steady vortex
structure with L dominant spanwise wavelength of approximately 5mm. The corresponding spectrum for the disturbance
measurement, shown in Figure 6, reveals a sharp peak at a wavelength of about 5 mm, but it also shows a broad peak at a larger

wavelength of 10 mm, generally at a lower amplitude. The cause of this broad peak at the larger wavelength is explained by the
linear-theory predictions (Dagenhart 1981) for crossflow vortices, i.e. the most amplified disturbance is predicted to be at 10 mm

with less unstable wavelengths centered about it. Not only does the 5-mm wavelength disagree with the theoretical calculations, it

disagrees with the flow-visualization results as well.

The naphthalene flow-visualization technique shows that there exists a steady crossltiow vortex structure on the swept flat
plate. A typical photograph of the surface sublimation pattern is shown in Figure 7. The streaks of disturbance vortices are nearly

equally spaced and aligned approximately in the inviscid-flow direction. The wavelength of the vortices is on the scale of 10 mm

and this spacing agrees quite well with the calculated wavelength from the MARIA code (Dagenhart 1981), as discussed before.

The apparent incongruity of flow-visualization wavelengths at 10 mm and hotwire spectral peaks at 5 mm can be explained
with the wave-interaction theory of Reed (1988) using the actual test conditions of this experiment, Reed shows that it is possible



1-7

for a parametric resonance to occur between a previously amplified (according to linear theory) 5-mm vortex and a presently

amplified 10-mm vortex, and that measurements taken near the maximum of the crossflow velocity would show a strong

periodticity of 5 mam. This interaction theory would explain the hot-wire results. In order to explain the flow-visualization results,

Reed calculated the wall shear stress under resonant and nonresonant conditions, and the results are shown in Figure 8. This

calculation shows that as the surface material sublimes, the 10-mm streak would appear first and the 5-mm peak would be more

difficult to observe. Moreover, Reed's streamline calculations (shown in Figure 9) hint that the 5-mm periodicity is dying out near

the wvall and that the 10-mm periodicity dominates there. These phenomena are not observed by Michel et al. (1985c), who in turn

measure phenomena not observed by Poll or Saric & Yeates. Kohama (1987a) proposes that the incongruity seen by Saric &

Yeates is caused by the hot wire beginning to measure low-velocity boundary-layer flow that has been rotated up and around the

vortex axis. tIowever, the proposed variation of the hot-wire signal as it moves downstream (wave doubling) is inconsistent with

the sequence seen by Saric & Yeates. As the disturbances develop into more than single curled vortices, Kohama proposes that

the hot-,. ire signal should begin to include frequencies of higher modes and should periodically disappear. In contrast, the 5 mm

spanwise wavelength seen by Saric & Yeates persists from 20% chord to 40% chord without the subsequent appearance of

harnonics. Finally, unsteady disturbances were observed by Saric & Yeates, but only in the region that was clearly in the

transition region characterized by sawtooth wedges in the naphthalene visualization.

Two important points need to be emphasized. First, one must, whenever possible, use multiple independent measurements.

This was the only way that the 5-mm and the 10-mm vortex structure could be reconciled. Second, the steadiness of the vortex

structure in the wind-tunnel experiments, in contrast to the unsteady predictions of the theory, indicates that some characteristic of

the wind tunnel is fixing the vortex structure. This is directly analogous to the biasing of the K-type secondary instability in

channel flow (Singer et al. 1986, 1987).

Nitschke-Kowsky (1986) finds traveling waves in the initial state of the boundary layer on a swept flat-plate model with an

imposed negative pressure gradient. The measured frequencies are acourately predicted by linear theory as the most amplified

(Dallmann 1980, Bieler 1986, Bieler & Dallmann 1987). In further experiments, Bippes (1986) and Bippes & Nitschke-Kowsky

(1987) find that the traveling waves propagate in a unique direction that is different from that of the mean flow and the coexisting

stationary waves. The traveling waves are found to originate in the same chordwise location as where the crossflow instabilities

first appear. Initially, only the frequency range can be established, whereas farther downstream the direction of propagation is

determined. Under certain conditions, two frequency ranges are amplified and propagate in different directions.

Arnal & Juillen (1987) describe the recent transition studies at ONERA/CERT--in particular, the hot-wire and hot-film

measurements on two different swept-wing configurations. Crossflow vortices are visualized with characteristics in agreement

with linear stability theory. Traveling waves are observed, but only in the nonlinear range prior to transition. In further work,

Arnal and Juillen study interactions between crossflow and streamwise instabilities. Small-amplitude, high-frequency oscillations

are found superposed on the crossflow. Other work reported includes the development of transition criteria including the effects

of freestream turbulence.

What we see from independent work at three different facilities is that there is no rule regarding the appearance of steady

or unsteady crossflow vortices. The wavedoubling of Saric & Yeates (1985) was not observed elsewhere. Perhaps some very

weak freestream vorticity or roughness is providing the fix for the crossflow vortex structure. Certainly the unsteadiness that is

observed by everyone just prior to transition is due to a secondary instability. Perhaps some guidance in this area can come from

extensions of the work of Reed (1984, 1988), Malik (1986a), and Fischer & Dallmann (1987). All of this serves notice that

stability and transition phenomena are extremely dependent on initial conditions.

2.6 Interaction Theory

To analytically model the unsteady crossflow instability and interactions, a 3-D analysis based on small-disturbance theory

and Floquet theory is used. The undisturbed state consists of the leading-edge boundary-layer flow over a swept wing with wall

mass and heat transfer, the solution of which is provided by the code of Kaups & Cebeci (1977).

The linear disturbance equations governing the shape and variation of the crossflow vortices are solved with the normal-

mode assumption. In particular, the eigenvalue problem provides the dispersion relation relating frequency to streamwise and

spanwise wave number. For crossflow vortices the wave angle 0 = tanI (Ovr / avr) is a few degrees less ihan 90' with respect to

the local freestream direction. [Here, cfv, , OvJ is the real part of the fchordwise, spanwise component of the crossflow wave

number vector ((xv , ov).1 The condition that the group velocity be real is also satisfied. A collocation method employing

Chebyshev polynomials is used to solve the eigenvalue problem. In our analysis, u, -eady crossflow vortices with frequency co,

are found to be most unstable.

The growth of secondary instabilities in the presence of finite-amplitude Av , unsteady crossflow vortices is considered in

a study of parametric resonance. Two infinitesimal-amplitude Ar , oblique, traveling, harmonic waves are superposed onto the

basic state (that is, the undisturbed 3-D boundary-layer flow with a superposed flow corresponding to unsteady streamwise

vortices). For finite-amplitude crossflow disturbances, it is assumed that O(AT) < O(Av) < 0(1), nonlinear distortion of the



vortices is neglected, variation of crossflow wave amplitude is ignored, and Floquet theory is applied. The almost periodic form

of the basic state allows normal-mode solutions for the secondary instability. The quantities cx, Pi, o, i=1,2 are the chordwise

wavenumber, spanwise wavenumber, and frequency of the two waves, respectively. For resonance then ct1, = Ctvr + Ct2,, PIr = Ov

+ N, and .ot, = , + ",O.

Results in the leading-edge region of a swept wing and for the experimental conditions above (Saric & Yeates 1985)

indicate a crossflow/crossflow interaction, that is, the primary unsteady crossflow vortices in the basic state interact with

secondary disturbances of half the primary wavelength. Moreover, the wave angle associated with the amplified secondary

disturbances is also in the crossflow direction (Reed 1988). These findings along with calculations of wall shear stress (Reed

1988) explain the anomalies in the experiments of Saric & Yeates (1985). The theory is also supported by the Navier-Stokes

calculations of Malik (1986a) who shows a wave doubling in the rotating-disk problem.

Fischer & Dallmann (1987) apply a theory of secondary instability by Floquet methods to flow over a swept wing.

Considering a primary zero-frequency disturbance of sufficient amplitude, they find that secondary-disturbance oblique waves

become dominant and possibly play an important role in the transition process. For 3-D boundary-layer flow, the higher

harmonics of the fundamental secondary waves have a more significant influence on the numerical eigensolutions than for 2-D

Blasius flow.

In addressing other types of problems involving 3-D boundary layers, Lekoudis (1980) confirms the existence of a resonant

triad on a swept wing consisting of three unsteady crossflow modes. However, the interaction coefficients and amplitudes of the

interacting waves were not calculated. For the leading-edge region of an infinite swept wing, El-Hady (1988) studies the spatial

evolution of different resonant triads consisting of traveling crossflow, stationary crossflow, vertical vorticity, and T-S modes.

Detuning parameters are used and non-parallelism is taken into account. For traveling crossflow modes, he finds that a strong

resonance may amplify a second harmonic or a subharmonic, depending on initial amplitudes and phase spectra. For a vertical

vorticity mode interacting with two crossflow modes, he finds the vorticity mode to be highly unstable. For tw, traveling-

crossflow modes and one stationary-crossflow mode, he finds strong amplification of the traveling modes. For two T-S modes

and one stationary-crossflow mode, he finds strong amplification of the T-S modes, accompanied by a reduction in vortex

amplitude, when the initial amplitudes are small (<0.01%). However, higher values of the initial T-S amplitude weaken the

interaction, and thus we conclude that this combination cannot be important.

2.7 Navier-Stokes Computations

Direct numerical simulations play an increasingly important role in the investigation of transition; the literature is growing,

especially recently (e.g. Fasel 1980, Orszag & Kells 1980, Kleiser & Schumann 1984, Spalart & Yang 1986, Singer et al. 1986,

1987. Hussaini & Zang 1987). Previous investigators have shown that this technique is not only feasible and an attractive

complement to experiments, but that it is also informative because it is possible to have complete control of both initial and

boundary conditions.

In such simulations, the full Navier-Stokes equations are solved directly by employing numerical methods, such as finite-

difference or spectral methods. The direct-simulation approach is widely applicable, since it avoids many of the restrictions that

usually have to be imposed in theoretical models. From recent developments (as described in previous sections), it is apparent that

linear stability theory suffers significantly from this; the discrepancies between theory and experiment (i.e. steady versus unsteady;

the role of interactions; the role of roughness, curvature, and freestream disturbances) are unexplainable for crossflow. It appears

that stability theory is not well-posed, and therefore it would be unwise to use it for sensitive design at present. Predicted N-

factors can range from small to large for a given configuration depending on the version of the theory used. The questions posed

above must be addressed by computational simulations. In this approach, in contrast to linear stability theory, no restrictions with

respect to the form or amplitude of the disturbances have to be imposed because no linearizations or special assumptions

conceming the disturbances have to be made. Furthermore, this approach allows the realistic treatment of the space-amplified

disturbances, and no assumptions have to be made concerning the basic flow (such as that the flow be parallel). The basic idea of

this method is to disturb an established basic flow by forced, time-dependent perturbations. Then the reaction of this flow (that is,

the temporal and spatial development of the perturbations) is determined by the numerical solution of the complete Navier-Stokes

equations.
Reed & Lin (1987) are developing a computational method for the simulation of the process of laminar-turbulent transition

in the leading-edge region of an infinitely long, swept wing. The existence of such a method will provide a tool enabling

computation to complement experimental contributions furthering our understanding of the physics of these flows, and ultimately

it will aid in the prediction and modeling of these flows.

2.8 Summary

Detailed crossflow stability experiments are few in number, the most recent work is that reviewed in Section 2.5. Basic

research is still required, as the nature of crossflow vortices is not completely understood at this point. Pertinent unanswered

questions and puzzles include the following: For a given flow configuration (that is, Reynolds number, Mach number, sweep



'-9

angle, disturbance amplitude level, etc.), what range of 3-D disturbances is most unstable and what kind of interactions between
disturbances are possible? What are the mechanisms involved in the interactions? For some flow conditions (e.g. leading edge
flows), are theory-predicted unsteady disturbances possible in an experimental environment, or is there a selection mechanism
peculiar to each facility that forces the disturbances to be steady? Is 3-D theory well-posed and, if so, ale growth rates and
wavelengths accurately predicted? When interactions are involved, how do 3-D disturbances propagate (group velocity ratio,
initial conditions?): how does one compute amplification factors? What are the effects of compressibility, curvature, and
nonparallelism on 3-D disturbances? How are transition phenomena in three dimensions related to the formation of 3-D structures
in 2-D boundary-layer transition? In 3-D experiments, how does one introduce controlled 3-D disturbances? All of these
questions are important because the design of modern LFC airfoils dep-nds on the accurate prediction of disturbance growth. For
instance, natural-laminar-flow (NLF) airfoils are particularly susceptible to the crossflow instability because of their dependence
on pressure-gradient tailoring for transition delay. Furthermore, passive controls such as suction (e.g. Saric 1985b), are known to
be more effective in controlling the familiar T-S instability than crossflow owing to the different natures of the instabilities
(viscous versus inflectional). Consequently, accurate control-system power requirements can be determined and optimized only
after the nature of the instability is fully understood.

3. ROTATING DISK

A model problem exhibiting the same rich variety of instabilities as the swept wing is the rotating disk. As the disk spins,
the flow moves axially toward the disk, a 3-D boundary layer builds up on the surface, and the fluid is c,:t off the edge like a
centrifugal pump. The boundary layer is of constant thickness, allowing simpler applications of theory, experiment, and
computations. Much of our knowledge of crossflow has and will continue to develop from study of the disk.

Defining a Reynolds numoer by (r2 Q / v)lr2, where r is the local radius, 0 is the angular speed, and v is the kinematic
viscosity, the experimental critical value below which all small disturbances dampen has been reported anywhere between 280 and
530 for vortices observed with E = 14'. Federov et al. (1976) reported a Reynolds number range of 182 to 242 for their e_ = 20'
vortices. Kobayashi et al. (1980) and Malik et al. (1981) found critical Reynolds numbers of 297 and 294, respectively, using hot
wires. Differences in surface roughness and detection technique (hot wire, flow visualization, acoustic detection) among
experiments are believed responsible for this variation in the reports. As pointed out by Wilkinson & Malik (1985), "the
discrepancy between the values of critical Reynolds number obtained from hot-wire studies and the earlier relatively high values

(4(X)) obtained by visual techniques clearly results from the insensitivity of the visual techniques to very small disturbances."
Transition then is reported to occur anywhere between 500 and 560.

Wilkinson & Malik (1983, 1985) fixed the vortex position close to the disk center by a single roughness element (see the
schematic in Figure 11) and showed that steady wave patterns emanate from point sources on the disk. [See the discussion of
Mack (1985) below.l They observed stationary, secondary instabilities between the primary vortices in the final stage of
transition. The measured amplification rate for the wave packet from initiation to breakdown was approximately N = 9. In
addition, the transition Reynolds number was between 543 and 556 for the clean disk and between 521 and 530 for the disk with
the roughness element.

Moreover, the hot-wire measurements of Wilkinson & Malik (1983, 1985) show the critical Reynolds number to be around
280. This is in disagreement with the linear stability analyses of Brown (1961a,b) and Cebeci & Stewartson (1980) for which the
value is 170. Early linear stability analyses do not account for curvature effects and consequently are not able to predict the
experimental results. When these effects are included in a spatial analysis (Malik et al. 1981), the predicted Reynolds number is
287, in good agreement with experiment. In an independent temporal analysis including curvature terms. Kobayashi et al. (1980)
find a value of 261.

For the rotating disk, Malik et al. (1981) calculate temporal eigenvalues, which they convert to spatial eigenvalue by using
a group-velocity transformation (Gaster 1962). They then calculate N-factors using the real part of the group velocity, include
curvature and show that streamline curvature and Coriolis forces have a very stabilizing effect on disturbances and they obtain an
N-factor of approximately II in the transition correlation scheme, which seems quite reasonable and matches the N-factors of 2-D
flows for transition. When the extra terms, involving curvature and Coriolis effects, were omitted from the stability analysis, the
N-factors were much larger (on the order of 20) and initially placed doubt on the validity of the transition prediction method.
Malik et al. also show that for the rotating disk, when curvature/Coriolis effects are included, traveling disturbances with slightly
negative frequency or phase velocity produce the highest amplification rates, in agreement with the results of Cebeci & Stewartson
(1980), and they conclude that these can be neglected on physical grounds in favor of stationary modes. According to Malik et al.,
for rotating disks there is no discrepancy between theory and experiment regarding steadiness or unsteadiness being characteristic
of the most amplified disturbance. However, Mack (1985) finds traveling waves to have higher amplification rates than stationary
waves.
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Malik t1986b) calculates the neutral curve more accurately for stationary disturbances by including the effects of
streamline curvature and Coriolis forces. He finds the minimum critical Reynolds number of 285.36, in agreement with the results

of Malik et al. (1981), and a vortex angle of 11.4" at the critical point. He also notes a second minimum on the lower branch. The

associated vortex angle is 19.45, similar to that of Federov et al. (1976). The upper branch can be associated with the asymptotic
solution of Stuart (Gregory et al. 1955); the lower branch is associated with the wave angle corresponding to the direction of zero

mean wall shear. As pointed out by M.R. Malik (personal comnunication, 1987), a possible explanation of the Federov et al.

experiment may be provided if subcritical finite-amplitude instability is possible along the lower branch (e = 20") and the
bifurcation is supercritical along the upper branch (e = 11.4").

Hall (1986) investigates stationary instabilities asymptotically. He finds, in addition to the "inviscid mode found by
Gregory et al.," a "stationary short-wavelength mode" whose structure is "fixed by a balance between viscous and Coriolis forces
and cannot be described by an inviscid theory." His procedure takes nonparallel effects into account. He finds good agreement
with Malik ( 986b) in the high-Reynolds-number limit and concludes that his theory could be a useful tool in finding structures in

genciai 3-D boundary layers.
It is pointed out by Morkovin (1983, 1988) that china clay, naphthalene, and roughness would tend to "favor fixed, steady

patterns over regular and irregular moving patterns." A major contribution to the understanding of the rotating-disk flow is that of
Mack (1985), who, following Gaster (1975), studied the stability characteristics of these vortices theoretically by assuming a
white-spectrum, zero-frequency source distribution over Wilkinson & Malik's (1983, 1985) area of roughness. He then let the

disturbance differential equations filter and amplify the spectrum into a wave-interference pattern that turns out to be very similar
to the pattern observed by Wilkinson & Malik. The critical Reynolds number predicted again depends on whether or not curvature
is included. With curvature, a value quite close to 287 is found, and the detailed characteristics of the results are in excellent
agreement with experiment. Figure 12 shows a comparison between the experimental hot-wire traces of Wilkinson & Malik and
the computations of Mack around the rotating disk. The details of the wave packet formed behind the roughness element are
shown to be quantitatively similar. The significant conclusion from this work is that surface roughness (even the smallest of
particles) appears to be a strong forcing agent for streamwise vorticity fueling the crossflow, whereas other effects such as
freestream vorticity do not seem to be as crucial (Morkovin 1983, 1988). Various wave patterns merge together and form the
pattern seen in flow visualization. The pattern is "the result of the superposition of the entire spectrum of normal modes of zero
frequency, both amplified and damped" (Mack 1985).

In an experiment using hot wires and companion flow visualization, Kohama (1987d) finds disagreement with the

statement of Malik et al. (1981) that the number of vortices (n) is a function of rotation Reynolds number that increases linearly.
He reports only a very slight increase in n that does not agree with the formula provided by Malik et al. With a trip wire inserted,

he also finds that the flow is fully turbulent outboard of the wire. M.R. Malik (personal communication, 1987) points out that

the theory (Malik et al. 1981) gives that the azimuthal wavenumber 13 does not vary appreciably with R. Now, if
one assumes that the vortices fill the entire circumference of the disk at all radii then, using n = 13 R (which is a
definition and not an assumption) and constant 13, one finds that n has to vary with R in contrast with the prevailing
belief at the time that n is constant at all radii and at best, it can take quantum jumps such as doubling the number.
However, the question of the number of vortices was made clear by the Wilkinson-Malik disk experiment. There,
it was found that the disturbances develop in the form of wedge-shaped wavepackets (or patterns). Below about R
= 350, the entire circumference is not filled up. There are 3-4 packets and within each packet the number of
vortices increases with Reynolds number. At R > 350 all the packets have merged and fill up the entire
circumference. Some adjustment/interference near the edges of the wavepackets takes place. The number of
vortices in this region (R > 350), therefore, will depend upon details such as the number of packets to begin with
and the location of their origins. Linear theory with most amplified normal mode only can be expected to give no
more than the dominant features of the flow and the details will have to come from, at the least, a wavepacket
analysis of the form used by Mack (1985). In this analysis multiple wavepackets must be treated whose origins will
have to be known and the relative source strength may also matter. The notion of constant number of vortices is
certainly not correct. This appears to have come from the visualization techniques which could only pick up the
later stages of development of the spiral vortex structure.

Concerning the study of nonlinear stability and interactions of waves on the rotating disk, Malik (1986a) used a Fourier-
Chebyshev spectral method in a Navier-Stokes simulation. He was able to find the crossflow/crossflow (second harmonic)
interactions similar to those predicted by Reed (1988) and found experimentally by Saric & Yeates (1985) in swept-wing flows.

Itoh (1985) predicts the same for the disk in an independent study using weakly nonlinear theory. In an experimental
investigation, Kohama (1984, 1987a,d) finds ringlike vortices on the surface of each spiral vortex. These disturbances look like

waves in the beginning and then develop into corotating vortices as they travel along the spiral vortex.

Some puzzles remain to be solved regarding rotating-disk stability. Experimenters have found different spiral angles,
critical Reynolds numbers, and number of vortices around the disk. The theory of Itoh (1985) based upon the Orr-Sommerfeld
equation suggests a wide range of wave numbers with positive amplification rates. The rotating-disk experiments of Federov et al.

(1976) show vortex spirals at angles, spacings, and Reynolds numbers not given by any linear theory. Moreover, traveling waves
(not observed experimentally) have higher amplification rates than stationary waves according to theory, roughness appears to
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play some kind of major role, and the importance of secondary instabilities is unclear. More basic research is obviously required

for complete understanding.

4. ATTACHMENT-LINE STABILITY

Figure 13 shows a schematic of the flow near the leading edge of a swept wing. The line in the spanwise direction along

which the flow splits over and under the wing is called the attachment line and is part of the dividing stream surface. The

characteristics of this boundary-layer flow are described in Rosenhead (1963) under the section on yawed cylinders. A recent

solution for this flow field for laminar and turbulent regimes is gi'en by Cebeci (1974). For swept wings, disturbances produced

in comers may propagate along the leading edge and affect stability elsewhere, giving rise to so-called leading-edge

contamination. This boundary-layer flow can not only serve as a mechanism for the propagation of turbulent disturbances from

the wing-root junction but can also undergo an instability leading to breakdown. In this latter case, called the attachment-line

stability problem, the characteristic critical Reynolds number is higher than the contamination limit. Thus, the contamination

problem had to be solved first. The details of this breakdown process were first investigated experimentally by Pfenninger (1965),

Gregory & Love (1965), and Gaster (1967). Research in this area experienced a hiatus until resurrected by Poll (1979, 1981,

1983). Historically, all of the attention was devoted to the transition problem except for perhaps Pfenninger & Bacon (1969) and

later Poll (1979, 1980) where data of sufficient detail was presented. It has only been recently (e.g. Hall et al. 1984) that efforts

have been made to place the stability analysis on firm ground. We discuss the transition problem first for historical reasons (see

also the review of Poll 1984).

4.1 Transition

The elimination of the spanwise turbulent contamination and the eventual success of the X-21 project was a major

accomplishment of Pfenninger. Spanwise turbulent contamination had been first observed by Gray (1952) on the AW52. Thus,

this phenomena was known early, but the conditions under which it could exist were not documented. Gregory (1960) published

transition results on a 60" swept wing at the National Physical Laboratory, demonstrating again such spanwise turbulent

contamination from leading-edge roughness but without discussion of under which conditions this would occur. When the X-21

flight tests in 1963 showed laminar flow only in the outer part of the wing, Pfenninger had to use unexpectedly high suction rates

to achieve laminar flow. These levels were similar to those required for an experiment on a 30" swept low-drag suction wing with

strong external sound in the frontal area (Bacon et al. 1962). This high suction was required particularly in the leading-edge

regions, indicating the presence of rather strong disturbances in the laminar boundary layer originating from the upstream part of

the wing. Pfenninger was able to show that spanwise turbulent contamination along the 33' swept X-21 leading edge was

responsible for the loss of laminar flow (Pfenninger 1963a). At sufficiently high Reynolds numbers, turbulent wedges at the front

attachment line of a swept wing can spread in the spanwise direction as well as downstream in the chordwise direction when the

angle between the local potential-flow velocity vector and the front attachment line is smaller than the half-spread angle of a

turbulent wedge. Pfenninger then established the conditions for the existence of spanwise contamination in the presence of an

initially turbulent attachment-line boundary layer (RqAL = 90 to 100) and developed methods to reestablish a laminar attachment-

line boundary layer (Pfenninger 1963b,c, 1965). Here, RqAL = Ve OAL/V, where V, is the spanwise component of the local potential

flow velocity and eAL is the local momentum thickness. Applying expressions for the momentum thickness and momentum

thickness Reynolds number of an incompressible laminar boundary layer without suction at the front attachment line of a swept

wing (Sears 1948, Wild 1949, Raetz 1953a,b, 1957), it is appropriate to redefine the attachment line Reynolds number as:

RAL = 0.404 [ Qo r sin2A / (1+e) v cosA ] t12

Here the leading-edge region and the front part of the wing have been replaced by an equivalent ellipse of the same leading-edge

radius and A is the sweep angle of the attachment line, Q0 is the undisturbed freestream velocity, r is the wing leading-edge radius

measured normal to the leading edge, and , is the thickness ratio of the equivalent ellipse. Subsequent experiments by Carlson

(1964, 1966) and Gregory (1964) showed similar results.

With the application of a leading-edge fence and boundary-layer suction on the outer side of the fence as well as short

chordwise nose slots located outboard of the fence, spanwise turbulent contamination along the leading edge of the X-21 was

eliminated (Pfenninger 1963d,e, 1965). Thus it was realized that the maintenance of full-chord laminar flow on the X-21 wing

depended on the existence of an undisturbed clean laminar attachment-line boundary layer. Subsequently, Gregory (1964),

Gregory & Love (1965), Gaster (1965, 1967), and Cumpsty & Head (1967, 1969) conducted further transition experiments at the

attachment line of swept wings.

Gaster (1967) studies the effect of placing trip wires normal to the attachment line. He defines a length scale Ti given by

il = I v/(dUJdx)=o1 1/2

where Ue is the edge velocity in the streamwise direction, v is the kinematic viscosity and x is in the chord direction (Reshotko &

Beckwith 1958). Gaster found that for large trip wires, transRqAL = 104. For smaller diameter wires, transRqAL = 364 ( Tl/d )2,
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where d is the wire diameter. This is known as Gaster's criterion. Gaster also showed that attachment-line contamination could

be prevented by the use of a specially designed bump at the leading edge near the wing root.
Poll k1977, 1978, 1979) also uses the parameter d/r in an extensive series of experiments on a yawed cylinder. In this

geometry, 0 = 0.404 rI. For the parameter d/ql, he determines a maximum ratio of 1.55 below which the wire feeds disturbances

along the attachment line until turbulent bursts occur. Above this value he discovers that the wire introduces turbulent bursts

directly at the trip wire. There is a value of d/l equal to 0.8 or less where the wire has no effect on the transition process. Poll

(1979) defines a Reynolds number based on the edge velocity V, parallel to the leading edge and the length scale rI mentioned

above. Based on this definition he obtains a critical Reynolds number of 250, below which propagation of disturbances along the

attachment line does not occur. Poll (1978) finds a relation for the attachment-line intermittency distributions based on the spot

concepts of Emmons (195 i).
For compressible flow, correlations for the onset of transition of the attachment line have been proposed by Topham

(1965) and Bushnell & Huffman (1967). Yeoh (1980) has studied data for the attachment-line boundary layer in supersonic flow

tripped by an isolated disturbance. Poll (1978, 1983) found that compressible-flow intermittency distributions exhibit the same

behavior as incompressible.

4.2 Stability

Unlike all of the other examples of 3-D boundary layers, the attachment-line instability does not produce streamwise
vortices of the crossflow type. The most recent attacks on this problem are a linear analysis by Hall et al. (1984) and a combined

weakly nonlinear solution and Navier-Stokes simulation by Hall & Malik (1986). Hall et al. (1984) modeled the stagnation flow

as a "swept" Hiemenz-type flow that admits similarity solutions with a nonzero velocity normal to the wall. They showed that the

most unstable linear disturbance is a traveling wave of the T-S type and presented neutral-stability calculations at different values

of suction and blowing. Their linear results were also able to predict and explain the experimental data of Pfenninger & Bacon

(1969) and Poll (1979, 1980).

Of particular interest is that Hall & Malik (1986) were able to explain the absence of upper-branch neutral stability modes

as being due to a subcritical bifurcation along most of the upper branch. They also hint at the idea that the stabilizing effects of

suction predicted from linear theory may not hold here because the suction may lead to a larger band of nonlinear unstable modes.

This work is important because it is another illustration of the power of combined analysis and computation dedicated to

experimental results. It lays the foundation for more detailed experimental work and the extension of the theory to 3-D

disturbances and nonzero curvature.
While the attachment-line flow is not one of the classic 3-D flows that have been discussed in earlier sections, one can see

that it is nevertheless an important part of r'cst 3-D flows of interest. As such, it offers fertile ground for research since there has

not been a great deal of attention paid to this area.

5. CONCLUSIONS
Three-dimensional flows all exhibit similar characteristics (streamwise vorticity) and all appear to depend heavily on initial

conditions. Here we have reviewed the current knowledge for some basic flows and have seen that many questions remain to be

solved. The encouraging aspect of this is the increased research effort in this area that is perhaps prompted by energy efficient

aircraft.
We observed that it is possible that "disturbance sources" such as roughness could favor the stationary mode, the end

conditions could inhibit traveling disturbances in the experiments, or the theory could be inadequate. There is room for more
Navier-Stokes simulations that could be used closely with carefully controlled experiments and perhaps offer explanations such as

those provided by Singer et al. (1986, 1987) in the 2-D case.
In general, it is uncertain how to define transition in 3-D. Clearly, the attempts at transition correlation are just necessary

stop-gap measures to permit the designer to carry out his work. A firm understanding of transition will not come from these

efforts. The details of the transition process in 3-D are still missing. For example, it is important to know whether in 3-D the
formation of 3-D structures (K-type and H-type) and characteristic stages (e.g. 1-spike stage) will occur as in 2-D flow transition.

For controlled experiments it is even unclear how to introduce controlled disturbances into the 3-D boundary layer and whether

these can be made representative "modes" for "natural transition." The possibilities of and mechanisms for secondary instabilities

remain to be determined, and we have not even begun to discuss the roles of unsteadiness, strong pressure gradients, incipient

separation, and laminar/turbulent separation bubbles.
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EXPERIMENTAL INVESTIGATION OF ATTACHMENT-LINE TRANSITION IN LOW-SPEED,
HIGH-LIFT WIND-TUNNEL TESTING

by

B. C. Hardy

Royal Aerospace Establishment

Farnborough
Hampshire GUt14 6TD

England

SUMMARY

The state of the attachment-line boundary layer on two typical, low-speed, high-lift
wind-tunnel models has been investigated experimentally. Transition was observed on both
models within the Reynolds number range of the Royal Aerospace Establishment 5 metre,
low-speed, pressurised Wind Tunnel, but significant differences were found from the
behaviour previously observed using infinite swept and high-speed wing configurations.
An adverse Reynolds number effect on maximum lift, which correlated quite well with the
onset of attachment-line transition, was found for one of the models. No such effect was
found with the other model but in this case laminarisation following transition at the
attachment line was observed and is suggested as a probable reason for the absence of any
scale effect on the forces within the Reynolds number range of the tests. It is conclu-
ded that attachment-line transition and laminarisation can both contribute to scale
effect in low-speed, high-lift testing and that, for many aircraft, accurate simulation
of the full-scale behaviour in conventional wind tunnels is unlikely. It is suggested
that further work is required to establish whether these effects are likely to give rise
to significant discrepancies between high-lift performance measured in the tunnel and in
flight.

SYMBOLS

c wing chord given by Csw cos 0
CL maximum lift coefficient

max

C sw streamwise wing chord

d trip wire diameter

K acceleration parameter

k distance between trip and detector

Q. free-stream velocity

R free-stream unit Reynolds number

R attachment line Reynolds number

R sw Reynolds number based on Csw

s surface distance measured normal to attachment line

u local velocity componentnormal to attachment line

U free-stream component normal to attachment line

U 1 attachment line velocity gradient

V free-stream component parallel to attachment line

V velocity at edge of boundary layer parallel to attachment line

x chordwise distance normal to attachment line

y spanwise distance parallel to attachment line

a incidence

6 LA M  laminar boundary layer thickness

additional flow component along attachment line

spanwise distance divided by semi-span

Vkinematic viscosity

sweep angle

x cross-flow instability Reynolds number

pattachment-line boundary layer characterstic length



I INTRODUCTION

The position of transition on an aircraft wing can have a significant effect on the

performance, the laminar-flow wing being an extreme example. The type and location of
transition are scale (Reynolds number) dependent and therefore merit some consideration
in sub-scale wind-tunnel testing. Elsenaar gave a recent review of the whole subject of
wind-tunnel scale effect in Ref 1. In the case of low-speed, high-lift wings with which
the present investigation is concerned, transition positions are generally assumed to

move very little with change in Reynolds number and any scale effects are expected to be
favourable and related to a general reduction in thickness of the viscous layers with
increase in Reynolds number. This picture is borne out by two-dimensional tests and
calculations for high-lift configurations, where the characteristically sharp suction
peak near the leading edge of each component tends to fix the location of transition close
to the start of the pressure rise. The transition mechanism in this case is the usual
two-dimensional one, but at model scale, frequently occurs in the separated shear layer
over a short separation bubble. In reality, of course, transition from laminar to turbu-
lent flow in a boundary layer on a swept wing can also occur through other mechanisms
which are not found in two-dimensional flow. The most important of these are cross-flow

instability and turbulent contamination of the attachment-line flow; it is the second of
these which is the subject of the present investigation. This transition mechanism has
been recognised since the early attempts to design laminar-flow wings but it has been
considered in the context of high-speed or cruise configurations (see Poll

2 
and Hall

and Treadgold
3
, for example) and little attention has been paid to the possibility that

it might be significant at low speed and high lift.

Given suitable conditions, attachment-line contamination can result in virtually the
whole of the wing being covered with turbulent boundary layers, the regions of laminar
flow expected on the basis of two-dimensional criteria being entirely lost with a conse-
quent likely reduction in maximum lift and lift to drag ratio. Clearly this mechanism
could have important implications, for instance where swept-wing designs make use of
two-dimensional experimental and theoretical results. The present interest originated
from the realisation that, on the basis of existing infinite swept-wing results,
attachment-line transition could give rise to additional unexpected scale effects in
wind-tunnel measurements on low-speed, high-lift models. That is, a change in the transi-

tion mechanism with Reynolds number could be introduced so that tunnel tests might not
correctly reflect the full-scale behaviour. This was seen as a possibly significant
factor in some of the tests undertaken in the 5 metre Wind Tunnel at the Royal Aerospace
Establishment when high accuracy was required. The pressurised design of this low-speed
tunnel enables Reynolds numbers of up to approximately one quarter full scale to be
achieved for typical transport aircraft. This value was expected to allow confident

extrapolation of wind-tunnel results to full-scale Reynolds number; the occurrence of
attachment-line transition, particularly in the Reynolds number range intermediate
between tunnel and flight, could introduce considerable additional uncertainty into this
process.

2 ATTACHMENT-LINE TRANSITION

The flow in the vicinity of the attachment line on a swept wing is illustrated in
Fig 1, which is taken from Ref 2. The component of the free-stream velocity along the
attachment line gives rise to spanwise velocities within the boundary layer which
distinguishes it from that found on an unswept wing. The resulting spanwise boundary-
layer flow along the attachment line is referred to as the attachment-line boundary
layer and, on an infinite swept wing, the properties of this layer are invariant with
distance along the attachment line. However, disturbances can propagate spanwise within
this layer and, depending on the conditions, instability and transition can occur.
Furthermore, because the boundary layers over the wing originate at the attachment line,
transition to turbulence at this position can result in turbulent flow over the whole
wing.

The attachment-line boundary layer is characterised by a Reynolds number, R , which
is given by K = V /v , where V is the spanwise velocity at the edge of the layer,
v is the corresponding kinematic viscosity and is a characteristic length scale.
A convenient form for the latter, representative of the boundary-layer thickness, is
given by

2

[ = (du/ds)s=O] (11

where (du/ds) s= is the velocity gradient normal to the attachment line at the edge of

the boundary layer. For an infinite swept wing the velocity at the edge of the
attachment-line boundary layer is given by V = V_ = Q_ sin 0 , (where Q_ is the free-

stream velocity and is the sweep angle) and the Reynolds number, R , can be written

= __ - sin R . (2)
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Here Rsw is the free-stream Reynolds number based on a streamwise length, csw

and U is the non-dimensional attachment-line velocity gradient given by

(d (u/U-)\u 1  I ,

where U = Q_ cos 4 and c = cSW cos € . Equation (2) is a convenient form for

and, although derived on the assumption of infinite swept-wing flow, it seems reasonable
to use it for three-dimensional wings of moderate to high aspect ratio,_except probably
in the root and tip regions. It has been used to calculate values of R for the present
experiments making the assumption that the streamwise sections of the three-dimensional
wings behave like sections of infinite swept wings having the same sweep as the actual
attachment line.

The Reynolds number, R , characterises the attachment-line boundary layer, so that
transition becomes more likely as R is increased (other conditions remaining constant).
Equation (2) shows that there are basically three ways in which this can occur: firstly
by an increase in the free-stream Reynolds number, secondly by an increase in the wing
sweep angle and thirdly by a reduction in the velocity gradient, U1  The last of these

reduces the -.e at which fluid is carried away from the attachment line and hence
thickens tne boundary layer there. The value of U clearly depends on the form of the

velocity distribution near the attachment line and this is strongly dependent on the local
surface shape. Fig 2 shows schematically the importance of this fact in distinguishing
between the high-speed or cruise condition and the low-speed, high-lift condition. For
the high-speed case the figure shows the attachment line near the aerofoil nose where the
curvature is high and U 1 values of around 100 are found, whereas for the low-speed case

the attachment line is shown lying further aft on the lower surface where the curvature
is much lower and U values of around five (for the main wing) to 20 (for the slat) are

more typical. The significance of these calculated values is that, according to the
existing criterion for infinite swept wings, they result in R values which imply transi-
tion at the attachment line for some typical high-lift models within the operating
envelope of the 5 metre Wind Tunnel.

3 PREVIOUS EXPERIMENTAL WORK

Before going on to discuss the present experiments, it will be helpful to review
briefly some of the investigations that have been made of attachment-line transition and
summarise the important results, particularly those relating to transition criteria.
The first detailed measurements were made in the 1960s in an attempt to clarify the
mechanism after it had been recognised as responsible for the failure of the early
laminar-flow swept-wing designs. The failure of these designs to generate the expected
extent of laminar flow was traced to transition at the attachment line which was
triggered by gross disturbances from the fuselage-side boundary layer at the root. The

problem was investigated by, amongst others, Pfenninger , Gregory and Love5 , Gaster and
7

Cumpsty and Head , all of whom found that transition following contamination of the
attachment-line boundary layer by a large disturbance could be characterised by a single

value of R . The values found varied from about 240 to 290, though Cumpsty and Head,
who measured boundary-layer profiles, reported that fully turbulent characteristics were
not established until values of around 370 were reached. The effects of trip wires
placed across the attachment line were also explored in these early investigations. An
upper limit was found for the diameter of the trip wire beyond which further increase
had no effect on the R required for transition, which remained at the value found for
large disturbances. For trip diameters smaller than this critical value, the R
required increased rapidly and with no disturbance present laminar flow was found up to
the maximum attainable values of R by Gregory and Love ( - 400) and by Cumpsty and
Head (T - 600). A useful summary of the state of knowledge achieved by 1972 is included

in a report by Hall and Treadgold 3 which addresses the general problem of prediction of
transition on swept wings at high subsonic speed.

Once the mechanism of attachment-line transition had been clarified, little further
fundamental work was done until the comprehensive investigation carried out by Poll 2 .
This provided detailed measurements of the state of the boundary layer at the attachment
line on an infinite swept wing as the free-stream Reynolds number, sweep and size of
disturbance were varied. The results of this investigation were presented in terms of
the R values required for the detection of the onset of transition (first-bursts) and
complete turbrlence at a non-dimensional distance k/ downstream (along the attachment
line) of a trip wire of non-dimensional diameter d/ . Poll used a criterion of approxi-
mately one burst every 15 seconds to identify the first bursts condition.

Some of the data from these measurements are reproduced from Ref 2 in Figs 3 and 4,
which show results for first-bursts and complete turbulence, respectively. It is clear
from these results that the development of transition is a complex process and only some
of the more important points from Ref 2 are summarised here. The behaviour for small
and large trip sizes iF of particular interest. Both figures show that reduction in trip
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diameter below about 0.8 has little effect and Poll concludes that transition is then
dominated by disturbances originating in the free stream. Trip diameters greater than
d/4 = 2 are considered 'large' and Fig 4 shows that further increase in size has no
effect on the establishment of full turbulencc, which occurs at R = 260 close to the
trip and at R = 300 at large distances from the trip. Fig 3 shows that the K
required for the detection of first-bursts far from the trip (X/* > 4000) is also con-
stant (at 245) and unaffected by further increase in trip size beyond d/4 = 2 . This
result implies that a value of R = 245 is required for the initial turbulent bursts to
be self-sustaining, that is to propagate along the attachment line without either
expanding or contracting. At lower values of R the bursts are only detectable close to
the trip.

The corresponding result for the detection of complete turbulence with a large trip
(Fig 4) implies that a value of R in excess of 300 is required for the boundary layer
to remain turbulent at large values of Z/ . At lower values complete turbulence is
found closer to the trip but the boundary layer reverts to a transitional state at larger
distances.

Paisley8 and Poll 9 have extended the investigation of Ref 2 to the study of the
attachment-line flow on a non-lifting tapered cylinder. The boundary-layer properties in
this case are no longer invariant with distance along the attachment line because of the
effects of taper on the streamwise Reynolds number, Rsw (equation (2)). Paisley suggests

that dT/dy , which represents the spanwise rate of growth of the boundary layer, might be
a relevant additional parameter in the description of such attachment-line flows. The
spanwise variation introduces some uncertainty into the way the results are presentedand
related to the infinite swept data. In the latter case, there is a unique value of R
but for the tapered cylinder this is not so, and an appropriate value must be selected,
obvious choices being those at the trip or at the detector. Data is only presented in
Refs 8 and 9 for the onset of transition (first bursts) and this shows a very similar
behaviour to that illustrated in Fig 3 for the infinite swept wing, except that the size
of the trip wire needed to initiate transition at a given value of R is reduced by
about A(d/p) = o.6 , which is a very substantial change and implies that the attachment-
boundary layer on a three-dimensional wing may be significantly more sensitive to
disturbances than indicated by infinite swept-wing results. Finally, it is w-rth noting

the remarks of Poll 2 and Paisley8 concerning the implications of these results to flight.
On the basis of the infinite swept wing data, Poll concludes that all swept wing trans-
port aircraft, with the possible exception of some executive types, will have turbulent
attachment-line boundary layers at cruise conditions, with the fuselage-side boundary
layer providing a source of gross contamination. According to Paisley, the results of
the tapered-cylinder experiments imply that laminar flow might be found over a small
region adjacent to the wing tip on all but the largest size transport aircraft.

4 PRESENT INVESTIGATION

4.1 Background

As already explained, existing infinite-swept experimental results2 imply that
attachment-line transition could occur on some low-speed, high-lift wind-tunnel models,
thus giving rise to a scale effect and potential difficulties in extrapolating experi-
mental measurements to full-scale Reynolds number. In particular, the loss of a length
of laminar boundary layer consequent on the movement of transition to the attachment line
is likely to have an adverse effect on the maximum lift capability, which is one of the
most important performance parameters of a high-lift system. Before the present experi-
mental investigation was started, an attempt was made to calculate the likely magnitude
of this effect. Two-dimensional turbulent boundary-layer calculations were made for
some high-lift configurations with the transition location fixed first at the stagnation
point and then at the location determined from a laminar boundary-layer calculation.
Reductions in maximum lift of up to 7.5% were predicted by these calculations when the
transition location was moved forward to the stagnation point: this is a very significant
reduction in performance. However, these results must be treated with some caution for
two reasons. First, the calculations were carried out some years ago using a boundary-

layer method 10 which was not able to predict maximum lift values directly, so the results
were deduced from comparison of the trailing-edge shape factor values from the two
calculations. The second reason for caution is that there must be doubts about the
validity of the method in the very high acceleration region between the stagnation point
and the peak suction position. Although the limited success of these initial calcula-
tions was encouraging, it was clear that information of practical significance could
only be obtained by an experimental programme using representative high-lift models. A
series of experiments using existing models was therefore carried out in the Royal
Aerospace Establishment 5 metre Wind Tunnel. These had two main objectives: firstly, to
establish whether attachment-line transition occurred on these three-dimensional wings
and if so, to what extent the behaviour was described by the existing infinite swept-
wing results, and secondly to determine whether movement of transition to the attachment
line resulted in any adverse effect on the maximum lift capability of the particular
models employed.
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4.2 Models and instrumentation

Of the two models used in this investigation, the first, used for the initial
exploratory tests, was model M495 which was designed to represent a subsonic strike-
fighter aircraft. This model was quite large (2.7 m span) and the wing, which had a
leading-edge sweep of 40 degrees and a taper ratio of 0.33, was mounted in the high-wing
position on a flat sided fuselage. The wing was equipped with both a leading-edge slat
and a trailing-edge flap. It was known from previous measurements that, for the slat
position used in these tests, the maximum lift was determined by breakdown of the flow on
the slat and also (from pressure measurements) that the U1 values attained on the slat

near maximum lift conditions would probably be low enough to ensure that critical values
of R (R - 300) occurred within the Reynolds number range of the tunnel.

The second model, which was used for most of the experiments reported here, was
model M477 and this was a half-model of 1.8 m semi-span with a leading-edge sweep
(32 degrees) and taper ratio (0.4) more typical of transport type aircraft. Again, the
wing was mounted in the high-wing position on a flat-sided fuselage but in this case a
plain leading edge (no high-lift device) was used, though a trailing-edge flap set at
20 degrees was employed to generate high-lift coefficients and ensure that the attachment
line was well aft of the nose, so that low U1 values and critical R values were also
likely in this case.

The overall forces on the models were measured using a very accurate mechanical
balance and surface pressures were measured using Druck pressure transducers in conjunc-
tion with rotary pressure switches (J type Scanivalves). Pressure distributions were
recorded at three spanwise stations on M495 and at four stations on M477. The state of
the attachment-line boundary layer was detected by Disa type 55R47 glue-on hot-film
gauges which were fixed to the metal surface of the models using cyanoacrylate adhesive.
The active elements of the gauges were 1.2 mm long and 0.08 mm wide and were deposited on
a flexible substrate of 0.05 mm thickness. The hot-film gauges were used in an essen-
tially qualitative manner with the state of the boundary layer being inferred from the
character of the unsteady signal. For this reason, the gauges were operated in a con-
stant current mode, which considerably simplified the instrumentation requirements. Each
gauge was arranged in series with a large resistor and incorporated into a bridge circuit
so that, with the heating supply voltage fixed, it acted as a constant current device
giving rise to out-of-balance voltages across the bridge directly proportional to changes
in film temperature. In operation, the out-of-balance voltage from the bridge was ampli-
fied on-board the model and transmitted via an analogue data-highway to the tunnel con-
trol room where it was displayed on an oscilloscope. The signal was examined visually
and the storage facility of the oscilloscope used to record a sample that was judged to
be typical; this was photographed using an oscilloscope camera and Polaroid film.
Interpretation of the signals was generally straightforward, eased by the fact that in
many cases a full range of boundary-layer states from laminar to fully turbulent was
obtained by varying the tunnel total pressure whilst holding all other conditions
constant.

4.3 Exploratory investigation

Some exploratory measurements were carried out on the leading-edge slat of M495 using
three hot-film gauges to detect the state of the attachment-line boundary layer at 38%,
61Z and 82Z semi-span. The gauges were positioned aft of the attachment line in the
lower-surface boundary layer so that no interference could be caused to the upper surface
flow. The mild favourable pressure gradient between the attachment line and gauge (at
high lift) ensured that the boundary layer state at the gauge reflected that actually at
the attachment line. The gauges were set into shallow recesses machined into the slat
surface as close as possible to the heel and the electrical leads were led around into
the cove (see Fig 2 for slat heel and cove) and thence into the fuselage.

In order to compare the behaviour of the results with previous infinite swept-wing
data, the attachment-line Reynolds number, R , has to be evaluated. This was done using
equation (2) which makes use of the assumption that the wing behaves locally as if it
were a section of an infinite swept wing. Although this seemed a reasonable approxima-
tion, it did lead to some difficulty in computing the attachment-line velocity gradient,
U1 , from the measured pressure distribution. To do this, the velocity normal to the

attachment line has to be deduced from the measured pressures; this is simple if the
spanwise velocity component along the attachment line is known. However, the use of the
infinite swept-wing assumption, V = Q sin 0 , resulted in a discontinuous chordwise

velocity distribution from which it was impossible to compute U1 . To overcome this

problem, the spanwise component of velocity was taken to be Q_(1 + e) sin 0 and the
value of E dhosen to give a smooth variation of velocity normal to the attachment line.
Despite this there was still considerable uncertainty attached to the process of locating
the attachment-line position and computing U1 values from the measured pressures. This

uncertainty was greater close to the slat heel because the absence of data from beyond
this point made accurate interpolation difficult. However, by estimating values of U1
from many experimental measurements, confidence was built up in the results and this was
supported by the preiictions of a two-dimensional inviscid panel-method calculation (on
a derived two-dimensional section), which were in good agreement with the experimental
values.
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Values of R derived from the pressure measurements at each of the three spanwise
stations are plotted as a function of incidence in Fig 5 for a free-stream Reynolds

number of 14.5 x 106 and show quite complex variations which reflect the three-dimensional
nature of the flow over this wing. To simplify the figure, data is only shown for
incidences beyond those at which the attachment line reaches the nose at each station.
As the incidence is increased, the attachment line moves from the slat nose to the
relatively flat surface ahead of the heel and this accounts, through the effect on U1
for the R variation shown. The difference between the curves for the three spanwise
stations arises from a combination of the effects of wing taper and spanwise lift

variation. The former simply causes R to fall with increasing distance outboard but
the latter has a more complex effect and at moderate incidences is large enough to over-
power the taper effect so that R actually increases with distance outboard. At high
incidence, the attachment line at all three stations lies on the flatter surface forward
of the heel and there is little spanwise variation in U1  so that the net effect is then
mostly due to the wing taper.

A large number of hot-film gauge signals were recorded and showed convincingly that
the slat attachment-line boundary layer could be turbulent near maximum lift conditions.
The relationship between transition and incidence was not well behaved however, since
apparently erratic switching between laminar and turbulent states occurred as incidence
increased. However, the corresponding relationship between transition position and
Reynolds number was substantially better ordered; there was a clear tendency for transi-
tion to take place first at the outboard station followed by the mid semi-span station
and finally the inboard station. This is illustrated by the usc of full (for turbulent)
and broken (for laminar) lines in Fig 5 which shows that transition was judged to have
occurred at the outboard station at an A value around 270 but not until a value of
nearly 500 was reached at the inboard station. The transition process on the inner wing
is thus clearly not characterised by Che large disturbance (R - 300) criterion expected
from all previous infinite swept-wing and cruise configuration investigations where a
turbulent fuselage-side boundary layer was present. It has been clearly established
(Ref 2 for example) that such a boundary layer provides a source of gross contamination
and so there must be some additional significant factor in the present, high-lift experi-
ment which prevents this source of disturbance from being effective in initiating transi-
tion. The powerful effect of spanwise lift variation on R shown in Fig 5 suggests
that this factor could be the existence of a region near the root where low lift coeffi-
cients give an attachment-line position approaching the nose of the slat, resulting in
much reduced values of R compared to those further out. For the case illustrated in
Fig 5, equation (2) gives a minimum R value at the wing root of about 250, assuming
U = 100 . On cruise configurations the attachment line is likely to be near the section

nose over most of the span and so large reductions in R near the root due to movement
of the attachment line will not occur. In practice the situation is more complicated
because the flow near the root is highly t'-oe-dimensional for both cruise and high-lift
configurations and values of R cannot be calculated with any certainty using
equation (2). However, this difference between the cruise and high-lift flows seems a
plausible reason for the absence of gross contamination in the present tests because, as

Gregory5 graphically shows, turbulent bursts can decay very rapidly in a region of low R.

As gross contamination by the fuselage boundary layer is apparently not responsible
for initiating transition on the slat of M495 it is concluded that the most likely
explanation for the present results is that transition is initiated by small disturbances
originating from surface roughness. Referring to Figs 3 and 4 it can be seen that for
trip wire sizes below the critical value of (d/*) = 2 , transition occurs first at large
distances from the trip, which is consistent with what seems to happen in the present
case, though the results cannot be related quantitatively because the trip sizes and
locations are obviously not known in the present test. Isolated roughness elements, most
likely due to surface damage or slight movement of the epoxy resin used to fill the sur-
face pressure tube grooves, could also account for the erratic behaviour of the boundary-
layer state with change in incidence. As the attachment line moves around the surface
with change in incidence, it would encounter roughness elements of varying sizes, so

giving rise to the observed switching phenomenon. The results of Paisley 8 and Poll 9 for
the tapered cylinder are relevant to this possibility. They showed that spanwise
gradients substantially reduced the size of trip wires required to initiate transition.
Values of the parameter d/dy used to characterise the spanwise gradient achieved in

present tests were close to the typical value of -0.5 x 10- 4 used by Paisley and Poll.

The measured variation of maximum lift with Reynolds number for M495 is shown in
Fig 6. This result is interesting as it clearly shows an adverse scale effect, the maxi-

mum lift increasing with increase in free-stream Reynolds number up to about 9.5 x 106

6but subseqiently falling with further increase to 14.5 x 10 . The overall reduction in
maximum lift is only about 1% but the repeat measurements made at most Reynolds numbers
show that the experimental accuracy was much better than this. The significance of this
result is not so much that a small loss of maximum lift occurs but that the trend
established at low Reynolds number is misleading and could result in rather more signifi-
cant 2rror- in Pev-apolating this data to full-scale Reynolds number. Unfortunately, the
scope of this investigation was not detailed enough to enable a positive link to be
established between the adverse scale effect on maximum lift and the onset of
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attachment-line transition. However, the Reynolds numbers at which transition was
judged to be complete at two spanwise station (61% and 82% semi-span) are indicated in
Fig 6 and these show good correlation with the variation in maximum lift, bearing in
mind that the maximum sectional lift coefficient (which might be expected to coincide
with the position of the onset of flow separation) occurs at around 78% semi-span.

4.4 Measurements on M477

The results of the exploratory investigation using model M495 were very interesting
and provided encouragement for a more comprehensive series of measurements using a
second model, M477. This was not fitted with a leading-edge high-lift device for this
test series and the measurements were made near the attachment line of the plain-wing
leading edge. It was expected that this would eliminate some of the problems encoun-
tered in the earlier tests, especially those caused by the closeness of the attachment
line to the slat heel at high lift. As mentioned above, this feature of the flow gave
rise to some problems in the evaluation of U1 and it was suspected that it was also

responsible for some of the rather puzzling features of the hot-film gauge signals. A
further undesirable feature of the slatted leading edge was the presence of the slat
brackets, which intruded into the slat heei and, at high lift, probably gave rise to some
local distortion of the attachment line. The present tests were also conducted in a
slightly different manner to the earlier onrs, attention being concentrated more on con-
ditions near maximum lift. Hot-film data was therefore only recorded at two incidences,
10.6 and 12.6 degrees, the latter being close to that for maximum lift. Also, because
of the rather chaotic development of transition with incidence in the earlier tests
(assumed due to surface roughness), some measurements were made on M477 with trip wires
placed across the attachment line so providing a fixed source of disturbance. The loca-
tions of the trip wires and hot-film gauges are indicated on the sketch of the wing plan-
form shown in Fig 7. The gauges were again located in the lower-surface boundary layer
aft of the attachment line. Three different sizes of trip wire were tried, with the
intermediate size being selected to give a non-dimensional trip diameter, d/* , of
around two (a large disturbance) at intermediate free-stream Reynolds numbers.

4.4.1 Evaluation of R

Values of R were calculated using equation (2) with U1 being deduced from the

measured pressure distributions, again assuming a spanwise velocity component of
Q_(1 + c) sin 0 . Fig 8 shows typical leading-edge pressure distributions at the 60%
semi-span station for two values of incidence. The chordwise pressure measuring posi-
tions are indicated and show that, in the region of maximum pressure on the lower surface,
the distribution is very flat and relatively few data points are available from which to
locate the attachment line and compute U1 . However, measured pressure distributions

were analysed for several incidences and spanwise positions and also for two different
sweep angles (the sweep of this model can be varied) and, as Fig 9 shows, when plotted
against chordwise distance the computed values of U1 collapse quite well to a single

curve which is in good agreement with the results of a two-dimensional panel method
calculation for a derived two-dimensional section. In fact, the mean curve derived from
the measured data shows a systematic difference of about 14% from the theoretical curve,

which represents a discrepancy of about 6% in R . Fig 9 shows that very low values of
U1 , of around 7.0, are achieved at high lift whereas with the attachment line at the

nose (not shown in this figure) the theoretical value is in excess of 90, which is typi-
cal of the values expected on high-speed or cruise configurations. The spanwise distri-
butions of R based on the computed U1 values are shown in Fig 10 for the range of

free-stream Reynolds numbers covered in the tests and for two values of incidence. The
distributions do not extend right to the root, because measured pressures were not avail-
able in this region. Fig 10 shows that the range of values of R covered in the tests
extends from less than 200 to about 440 so that, according to the infinite swept-wing
criterion, a full range of flow conditions from laminar to fully turbulent should be
found. The variation of K across the span is again due to the combined effect of wing
taper (which affects the streamwise Reynolds number) and lift variation (which determines
UI). Thus the increase in lift with distance from the root initially has a stronger
effect than the taper so that R rises, reaching a maximum near mid semi-span and sub-
sequently falling as the lift reaches a peak further outboard and then starts to fall as
the tip is approached. The effect of ignoring the spanwise variation of lift is shown
for the middle curve of Fig 10 by a broken line and demonstrates the importance of this
factor, particularly near the root. Although the spanwise variation of R is much less
for M477 than for M495, it is still significant and on the evidence of Fig 10, which
suggests a rapid reduction in R as the root is approached, it might well cover the
range from values appropriate to first-bursts to those required for complete turbulence

2
which, accordinging to Poll , is given by AR - 60 for large disturbance to detector
spacing.

4.4.2 Hot-film signals

A large number of hot-film gauge signals were recorded and typical examples from the
three gauges positioned as shown in Fig 7 are reproduced in Fig 11. This data was



obtained at an incidence of 10.6 degrees for a range of free-stream Reynolds numbers,
which are indicated in the figure along with the corresponding maximum values of R .
Two sets of data are shown, one in which transition was allowed to occur naturally and
one in which a trip wire was used to initiate transition (d/* 2.4). The total duration
of the signals displayed is 0.5 second and the same oscilloscope sensitivity of 5V/div
was used for most of the results except for the Gauge 3 data (no trip) at the three
highest Reynolds numbers, and the Gauge I data (no trip) at the highest Reynolds number,
where 2V/div was used.

The first point to note is that the signals ace very easy to classify because of the
clear progression from laminar to turbulent flow, without this some of the signals would
be quite difficult to interpret. There is little problem in identifying the transitional
signals, the development of turbulent bursts in the low Reynolds number results is clear
and, at higher Reynolds numbers, a similar pattern is seen but with laminar regions or
bursts disturbing the predominantly turbulent signal. Comparison of the two sets of data
shows that transition is complete at lower values of R with the trip wire in place but
that the signal from the inboard gauge (Gauge 1) remains transitional at the highest R
value of 387 when no trip wire is used. This is typical of the results obtained and
confirms the conclusion drawn from the M495 investigation, that the fuselage-side boundary
layer does not provide an effective source of large disturbance.

One very interesting feature of the signals shown in Fig 11 is the clear evidence
that the same turbulent bursts can be identified at the two outboard gauges, Gauges 2
and 3. This confirms that the mechanism observed is actually attachment-line transition
as the convection velocity inferred is consistent with that expected for an eddy being
carried in the attachment-line boundary layer rather than by the approaching stream. In
any case, because of the favourable pressure gradient between the attachment line and the
gauges, the only other possible transition mechanism at these Reynolds numbers is that of
cross-flow instability and some calculations using the laminar boundary-layer method

11
described by Beasley show this to be extremely unlikely in the present tests. An
example from these calculations is presented in Fig 12 and shows that, at the position of
Gauge 2, values of the cross-flow Reynolds number, X , barely reach 40, when values in
excess of 125 are required for the onset of transition.

Returning to the propagation of turbulent bursts between the two outboard gauge
locations, a more careful examination of the hot-film records revealed that, although
most bursts observed at Gauge 1 at low Reynolds number did not appear at Gauge 2, some
bursts could be confidently identified at both gauges. Interestingly, this was the case
for both the forced and free transition results. By measuring the photographs of the
hot-film records, the average speeds of the leading and trailing edges of the bursts
between Gauges 1 and 2, and Gauges 2 and 3 were determined and these are plotted in
Fig 13 against the mean R values. Note that each data point is the result of several
measurements of transit Lime from one record. Results from Refs 5 and 6 (for infinite
swept wings) are included in the form of mean lines through the data, which was rather
scattered. The present measurements of burst speed between Gauges 1 and 2 are in quite
reasonable agreement with the earlier results, bearing in mind the scatter of the data,
but consistently higher values were found between Gauges 2 and 3, particularly for the
leading edges of the bursts. There is also some indication in Fig 13 that, at the lower
R values, the bursts grow more rapidly between the outboard pair of gauges than they do
between the inboard pair. Fig 10 shows that the variation of R about the position of
Gauge 2 is nearly symmetric, the values at Gauges 1 and 3 being almost equal, and this
suggests a possible dependence of the burst propagation speed on the sense of the span-
wise variation of R , as this is the only thing that is significantly different between
the inner and outer wing. This variation is represented by d*/dy and additional evid-
ence that the sign of this parameter could be important was provided by the hot-film
gauge records, which showed many instances where not all of the turbulent bursts
apparent at Gauge 1 persisted to Gauge 2 but all of those seen at the latter gauge
appeared at Gauge 3, with no discernible reduction in amplitude. Examples of this

behaviour can be seen in Fig 11; firstly, at 4.55 x 106 Reynolds number (with trip) many
bursts 3re seen at Gauge 1 (R = 236) but only two at Gauge 2 (R = 254) and both of these

persist without obvious attenuation to Gauge 3 (R = 234); secondly, at 5.65 x 106 Reynolds
number (with and without trip) many bursts apparent at Gauge 1 (K = 264) do not persist
to Gauge 2 (R = 283) but all of those seen at Gauge 2 are clearly identifiable at Gauge 3
(R = 262). These results suggest that the transition process depends not only on the
local value of R but also on whether it is increasing or decreasing with distance along
the attachment line. The behaviour found for decreasing R (negative d*/dy) is sugges-
tive of an increased sensitivity to disturbances which is consistent with the results of
Paisley and Poll 8 '9 for aft-swept tapered cylinders. Though results for a forward-swept
cylinder, discussed in Ref 9, seem to show that the sign of di/dy had little influence,
it nevertheless seems plausible that positive values of d*/dy would produce the
opposite effect and reduce the sensitivity to disturbances. If this conjecture is
correct the positive values of d /dy close to the root could be an additional factor
in preventing the fuselage-side boundary layer from initiating transition. The variationof
d p/dy across the span for M477 is shown in Fig 14 and, although the behaviour close to
the root is open to question, the trend indicates that quite high positive values might
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be reached, particularly at low free-stream Reynolds numbers. (Values of dp/dy of

-0.5 X 10- 4 were found by Refs 8 and 9 to give significantly increased sensitivity to
disturbances.)

The hot-film signals reproduced in Fig 11 illustrate another feature that was found
in all of the results and confirmed the trend observed in the M495 data that, as R was
increased, complete transition always occurred at the outboard gauge first followed by
the mid semi-span gauge and then the inboard gauge. On the other hand turbulent bursts
were always detected first at the inboard gauge, as illustratcd by tl-- 'at, fo-

4.55 - 10j Reynolds numoer (no trip) in Fig 11. Tne develupient ui transition across
the span is summarised in Fig 15. The presentation adopted is the same as that in Figs 3

and 4 where R is plotted against d/0 , but in this case the values at the trip posi-
tion (estimated by extrapolation) are plotted; the broken lines in Fig 15 show the effect
of varying free-stream Reynolds number with fixed trip and detector geometry. Apart from
demonstrating the progression of transition from outboard to inboard for all cases, this
figure also shows that this'process takes place over a change in R at the trip of
between 25 and 45. Although there is quite a lot of scatter in the results, average
values of R at the trip required for complete transition at Gauges 1, 2 and 3 are about
300,280 and 270 respectively, for values of d/0 greater than about 2.

The separation between the trip and gauge (tip) for most of the data shown in Fig 15

was over 2000 so that, on the basis of the infinite swept-wing results of Poll 2 shown in
Fig 4, it would be expected to collapse virtually to a single curve. Clearly it does not
do so and there is an evident implication that this is due to the spanwise variation of
S. Using the values of R at the individual gauges does not result in a good collapse

of the data either but by plotting Rmax ' the largest value of R occurring between the

trip and the gauge, quite a fair collapse is obtained, as shown in Fig 16. Insufficient
data was acquired in the present tests to allow a detailed comparison with Poll's
measurements, particularly for the effects of varying £/p , but the level of agreement
shown in Fig 16 for d/0 5 2 is quite reasonable, though there is some scatter in the
present data. The results obtained without a trip show larger scatter and indicate that transi-

tion was delayed to higher values of R (up to 387) but these were still much lower than the
values found by Poll of around 700. It seems likely that in the present tests disturb-
ances were present even when no trip was used, these could have originated either from
irregularities in the surface or possibly from the fuselage-side boundary layer. In the
latter case it is supposed that the initially large disturbances would be mostly damped
out in the region of low R close to the root but that some residual small disturbances
might persist and eventually initiate transition.

Comparison of the present data for the 'first-bursts' condition with that of Poll
(Fig 3) is subject to additional uncertainty because of differences in definition. In
the latter results first-bursts corresponds to one burst in about 15 seconds whereas in
the M477 results about one burst per second is used. Nevertheless, Fig 17 shows that the
present data, again using Rma x , agrees quite well with the infinite swept-wing results

for d/p3 2 , even including the effect of varying i/p . For smaller trip sizes,
however, the results are quite different, with the present data showing the R required
for first-bursts of turbulence to be almost independent of trip size. The conclusion is,
that the disturbances present, either from the fuselage boundary layer or from surface
irregularities, were effectively large, though Fig 16 shows that this was nut the case
as far as conditions for complete transition were concerned. Another point illustrated
by Fig 17 is that first-bursts were always detected simultaneously at Gauges 2 and 3.
Comparison of the data for large L/p in Figs 16 and 17 shows that an increase in

Rmax of about 50 is required for the change from first-bursts to complete turbulence

with d/ greater than two and about 80 when no trip was used. This compares with
corresponding values from Poll's data of about 55 and 85 respectively.

The first-bursts data from Gauge 3 (the outboard gauge) are plotted again in Fig 18

but here the values of R at the trip and gauge are also shown and the tapered cylinder
8.

data of Paisley is included as well. This data was obtained with a spanwise gradient

do/dy = -0.4 x 10- 4 which is similar to that at Gauge 3 in the present tests. The
tapered cylinder results seem to agree with the present data rather better than the
infinite swept results around the range 1.5 < d/ < 2 but there really is insufficient

data to be confident that this is the case. Values of R at the trip seem to give
closer agreement with the tapered cylinder data whereas valuesof R compare better
with the infinite swept results. max

4.4.3 Laminarisation

The results from the three hot-film gauges positioned across the wing show clearly
that attachment-line transition occurs on M477, but the overall force measurements show
no sign of the expected adverse Reynolds number effect, such as that found for M495.
This is illustrated by the maximum lift variation with Reynolds number in Fig 19 which
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should be contrasted with the M495 result, Fig 6. Some surface flow visualisation tests
using an oil-flow technique suggested a possible reason for the absence of any adverse
scale effect on the overall forces. These tests showed that, at high lift, the laminar
separation bubble just aft of the peak suction at the nose persisted to the maximum
test Reynolds number used. The clear implication of this is that transition at the
attachment line was followed by laminarisation in the strong favourable pressure gradient
approaching the peak suction location. The possibility of laminarisation has been con-
sidered in other studies of attachment-line transition but generally discarded as
unlikely; for example, Poll in Ref 2 concludes that for typical cruise configurations at
low incidence, laminarisation can only occur for values of R less than 280, which is
below the value required for full turbulence at the attachment line. However, in some
flight and wind-tunnel tests using a cruise configuration at high incidence,

Bertelrud 12 ,1 3 reports finding a laminar separation bubble when the attachment-line flowwas turbulent and concludes that this was evidence of laminarisation.

Following the observation of laminarisatiop in the present tests, the acceleration
14

parameter, K , discussed by Launder and Jones in this context, was evdluated. This

parameter is given by K = v(dU/dx)/(u 2 ) for two-dimensional flows and Beasley 1 1 and

Poll 1 5 suggest that it might be relevant in three-dimensional flows if evaluated along a
streamline. There is considerable uncertainty regarding the actual values of K
necessary for laminarisation to occur but Beasley suggests that values in excess of

5 10 might be required for effective laminarisation and Poll give 6 x 10 . However,

he suggests that significant effects might occur for values in excess of 3 x 10- 6 .
Values of K computed from the pressures measured near mid semi-span on M477 are plotted
against distance from the attachment line for an incidence of 12 degrees and a range of
Reynolds numbers in Fig 20. The values of K suggested by Launder and Jones as relevant
to the laminarisation process are shown on this figure and indicate, along with the
values mentioned above, that laminarisation is a strong possibility on M477. However,
the distances over which critical values of K are maintained must also be a factor and
the values involved in the investigation of Ref 14 were typically ten times those com-
puted for M477. When expressed in terms of the boundary-layer thickness however, the
distances in the present experiment were actually around double the values reported in
Ref 14.

Additional hot-film gauges were installed near mid semi-span as indicated in the
sketch in Fig 21, to investigate the changes in boundary layer state between the attach-
ment line and the laminar separation bubble. Bec~use of the large change in flow direc-
tion over this interval it was first established, y rotating a gauge located at position
C by 90 degrees, that orientation had no discernible effect on the fluctuating component

of the hot-film signals, confirming the result found by Bertelrud 1 3 for similar gauges.
Examples of the hot-film signals recorded from the four locations (A to E in Fig 21) are
shown in Fig 21 for five values of Reynolds number. At location A, close to the attach-
ment line, the development from first-bursts to complete turbulence is observed, as
previously. At the second lowest Reynolds number the turbulent bursts visible at A
have virtually disappeared at B and, as the Reynolds number is increased, the signal at
B , although taking on a similar character to the turbulent signal at A , is always of
lower amplitude. At location C , near the peak suction position, the signal is laminar
at all Reynolds numbers. The single example of a signal from location D , in the adverse
pressure gradient just downstream of the peak suction location, is also laminar. Data
was difficult to acquire in this region because of the extreme sensitivity of the flow
to disturbances caused by the presence of the hot-fi. a-,gyc. vin'ly, the signal from
location E shows that, downstream of the laminar bubble, the flow is turbulent even at
the lowest Reynolds number, as expected. These hot-film results confirm that laminari-
sation occurred in the strongly accelerating flow between the attachment line and the
peak suction on M477 up to the maximum test Reynolds number available.

5 CONCLUSIONS

The main results of this investigation can be summarised as follows:

(1) Transition in the attachment-line boundary layer has been observed on two typical
high-lift models within the operating envelope of the Royal Aerospace Establishment
5 metre low-speed, pressurised Wind Tunnel.

(2) The results show important differences from what would be expected on the basis of
existing infinite-swept wing and high-speed results:

(a) Transition was not in general stimulated by large disturbances generated by
the fuselage-side boundary layer; it always occurred first outboard, moving inboard
with increase in Reynolds number. It is suggested that the low sectional lift

coefficients near the root resulted in R values that were sufficiently low to damp
out large, disturbances.

(b) In the absence of a trip, the high values of R of around 700 identified by
Poll as consistent with free transition were never approached, although some laminar
flow was found at R values of nearly 500 on one model.
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(c) There were significant changes in R across the span which arose from both the
spanwise lift and chord variations. There was some evidence to suggest that the
sensitivity of the attachment-line boundary layer to disturbances was greater in

regions where R was falling than in regions where it was increasing.

(3) A small adverse Reynolds number effect on maximum lift was found for one model,
which correlated quite well with the establishment of turbulent attachment-line flow.
No such effect was found for the other model but here laminarisation following transition
at the attachment line was observed up to the highest test Reynolds number used.

These results clearly have implications for sub-scale wind-tunnel testing of high-
lift models. In cases where attachment-line transition is likely at model scale, fully
turbulent attachment-line flow is to be expected at full scale. If sufficiently high

values of R are achieved in tests, then the use of large trip wires might result in more

representative results. The present measurements suggest that R > 300 at the trip
position is required and that the trip size, d/ , should be somewhat greater than 2,

2
as suggested by Poll . The position of the trip across the span could be important and
the best location (as far as maximum lift measurements are concerned) will depend on the

spanwise variation of R and the position at which the stall originates. However, if
laminarisation following attachment-line transition occurs it could give rise to a
further scale effect as it is very unlikely to persist to full-scale Reynolds number,
particularly for large civil transport type aircraft. For example, at a scale corre-
sponding to such an aircraft, the peak values of K (Fig 20) for M477 would be only

about 3 x 10
- 6

. It is difficult to see how full-scale conditions could be simulated
accurately in tests where laminarisation effects are significant or where the Reynolds
number is too low for a turbulent attachment-line boundary layer to exist. However,
there is as yet insufficient information to establish whether and under what conditions

these scale effects are likely to give rise to significant differences between the perfor-
mance of high-lift wings measured in the wind tunnel and in flight. A useful objective
for further work would be to establish, using modern two-dimensional calculation methods,
the effect on maximum lift of moving transition from a typical high-lift location just
downstream of the peak suction to the attachment line, when laminarisation effects are
absent. This would provide an estimate of the maximum size of the scale effect to be
expected in a particular case and a better idea could be arrived at if the state of the
boundary layer at and downstream of the attachment line were known. On the evidence of
the present investigation, its state at the attachment line could be established with

some confidence from the calculated R distribution in many cases (if trip wires were
used) but downstream, it depends on the extent of laminarisation and the existing
criterion based on the peak value of the acceleration parameter, K , is questionable for
high-lift configurations.
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STABILTY OF A SUPERSONIC BOUNDARY LAYER ALONG A SWEPT LEADING EDGE

Mujeeb R. Malik
High Technology Corporation

P.O. Box 7262
Hampton, VA 23666 (USA)

and

Ivan E. Beckwith
NASA Langley Research Center

Hampton, VA 23665 (USA)

The instability of an attachment-line boundary layer formed on a swept cylinder in a supersonic
freestream is considered in the linear regime. The supersonic attachment-line boundary layer is shown to be
susceptible to oblique TS wave instability which may be controlled by wall cooling. The critical Reynolds
number based upon momentum thickness is found to be about 230. The onset of transition in the attachment-
line boundary layer is also studied using the eN method and results are compared with the experimental data
obtained at M_ = 3.5 in the absence of any trips or spanwise contamination.

1. Introduction

The understanding of the stability of the attachment-line boundary layer is of fundamental significance
in the design of laminar flow control wings since laminar flow cannot be maintained on the wing if flow along
the attachment line is turbulent. This was the lesson learned in both the X - 21 (Pfenninger [1]) and British
Handley Page (Gaster [2]) LFC programs in which research indicated that disturbances originating from the
wing/fuselage junction region propagating along the attachment-line caused premature boundary layer
transition. Since that time, the instability and onset of transition in this boundary layer has been the subject of
several investigations (e.g., Cumptsy and Head [3], Pfenninger and Bacon [4], Poll [5]). These studies have
indicated that the subsonic attachment-line boundary layer is stable to small amplitude disturbances, for
momentum thickness Reynolds numbers up to about 230. In the presence of sufficiently large trips or
"spanwise contamination", however, transition may occur for values of R0 as low as 100.

Theoretical investigations into the incompressible infinite swept attachment-line boundary layer have
been made by Hall, Malik and Poll [6] and Hall and Malik [7]. In [6], linear stability of two-dimensional
disturbances propagating along the attachment-line was studied for the "swept Hiemenz problem". In this
case, the basic flow turns out to be an exact solution of the Navier-Stokes equations. The linear stability
equations, without the parallel-flow approximation, were solved and the critical Reynolds number was found
to be about 235 based upon momentum thickness along the attachment-line which is in good agreement with
the experimental data. Pfenninger and Bacon [4] measured frequencies of naturally occurring small
disturbances at various values of the Reynolds number. Comparison with the theoretical predictions indicated
that the experimental results lie close to the lower branch of the computed neutral curve. Using weakly
nonlinear theory and full Navier-Stokes calculations, Hall and Malik [7] showed the existence of supercritical
equilibrium states which explained why the flow exhibits a preference for the lower branch modes. Hall and
Malik also found subcritical instability at wavenumbers corresponding to the upper branch of the neutral
curve which explains the observed spanwise contamination at subcritical Reynolds numbers. The
calculations of Hall and Malik were restricted to two-dimensional disturbances, however, for large amplitude
disturbances, there is further need to study interaction with oblique waves to fully understand the spanwise
contamination mechanism.

The theoretical studies of the attachment-line boundary layer stability to-date have been for
incompressible flow. Interest in supersonic laminar flow control is on the rise because of the possible large
gains in aircraft performance and range [8]. It is therefore of both fundamental importance and practical
significance to study the stability of flow past a swept wing in supersonic flow. In this paper, we study the
attachment-line boundary layer that forms on a swept cylinder. The basic flow is obtained by first-order
compressible boundary layer theory. Linear stability theory is then used to investigate oblique TS waves in the
attachment-line boundary layer. The effect of wall cooling is also studied. The stability results are then used
to predict boundary layer transition and comparison with an experiment performed in a Mach 3.5 flow is
made. The problem of spanwise contamination is not addressed in this study.

2. Basic Flow for the Infinite Swent Cylinder

We consider supersonic flow (M-, > 1) of air, under perfect gas conditions, past a long swept cylinder of

diameter D and sweep angle A (Figure 1). Let x be the surface coordinate in the normal chord direction, y
along the attachment line and z be the distance normal to the surface of the cylinder. If the upstream tip of the
cylinder is sharp then the bow shock around the cylinder is attached at the tip and the flow, in general, is
three-dimensional. However, for y/D >> 1, the shock may be assumed parallel to the leading edge and in that
case normal shock relations are used to determine the flow conditions downstream of the shock in the z-plane
containing the attachment-line. Note that the attachment-line is a plane of symmetry and there is no velocity
component normal to this plane at x = 0.

In figure 1, the free stream conditions are denoted by subscript - and the conditions behind the shock
(in the plane of symmetry) by subscript 1. Here we are concerned with sweep angles small enough
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so that M- cos A > 1. Now if Mn1 is the normal Mach number behind the shock, then the velocity component

normal to the leading edge W1 (see figure 1) may be written as
1/2

where

--2 2 2  ) (2.2)

The velocity V 1 is the same as V-, and may be written as
VI= Q.sin A (2.3)

From (2.1)-(2.3), the effective sweep angle of the velocity vector behind the shock, in the plane of
symmetry, may be written as

V Si A( 2 1 ) 1/2{12
=tan-'l (1-1 r L SA

Ajj (2.4)
In the absence of any other information, wall pressure distribution around the long circular cylinder,

near the leading edge, may be assumed to be given by the modified Newtonian theory as
PK-o 2 ~~ p (1 - cos2 9)p = Cos 2 0*+ _ _jO *)
P. P. (2.5)

where 9* is the angular separation around the cylinder from the attachment line in a plane normal to
cylinder axis, p is the local wall pressure and Ps is the pressure obtained by stagnating the normal Mach
number behind the shock. The results of reference (9-10] indicate that Equation (2.5) provides a reasonable
distribution of pressure around the leading edge of the cylinder as long as the normal Mach number is greater
than 2.

Using (2.5) we define the coefficient of pressure cp as
7

Pp-1 (1+ Y-1 2~ {s2 6*+,( 1 _cos2 e*>P}-CP 72 Y

22 M1 (2.6)
where Pl is freestream pressure behind the shock and

A Q,M =
y1)RT (2.7)

Now, having established the inviscid flow conditions around the infinite-swept cylinder, we proceed to
compute the viscous flow field near the solid boundary. We employ first order boundary layer theory to
compute the flow along the attachment-line.

Computation of the basic flow is done by using an existing compressible boundary layer code developed
by Kaups and Cebeci (11] for swept and tapered wings with wall suction. In this code, three-dimensional
compressible boundary layer equations are solved using Keller Box scheme. The input variables include M 1,

Al, Pi, T1, cp, etc. More detailed information may be found in reference [11).

Knowing the free stream conditions, therefore, we are now able to compute the boundary layer velocity
profile V along the attachment line and the static temperature profile T. All the profiles have been scaled with
local boundary layer edge values. Typical mean flow profiles are presented in figure 2 for the conditions: Moo =

3.5, A = 600, and R,,D = 4.6x10 5 where R_ D-- ( - ) D . The local edge Mach number along the attachment

line is computed to be about 2.39. The computed momentum thickness Reynolds number

!b'-0- where 0= 'V~l~dz is 318 which corresponds to the ratio Re/ R. =.466 which is in fair
v. w r - V )

agreement with the value of .455 obtained (for the present conditior.s) from the relation provided by Poll [12]:

--- sin .47-.052ln
T

x=o (2.8)

where T. = T ,, r is the recovery factor defined as r= (T.. - T,)/(To - T,), To the stagnation temperature
before the shock and subscripts w and e refer to the conditions at the wall and boundary layer edge
respectively. The above relation is based upon the calculation of Reshotko and Beckwith [10].

The abscisa t in figure (2) is defined as
=

(2.9)

where Tj is the similarity length scale at the attachment line and is given as
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1/2

dul dx (2.10)

The quantity due/dx appearing in Equation (2.8) and (2.10) may be obtained from the Bernouli equation
and the pressure distribution given in (2.5) as

1/2

Ddue 2 12(l Y I. M12 2 ' (211U. dx - M.cosA P 1  
2  (2.11)

The similarity variable T1 may also be used to define a Reynolds number R as
R V, r7

v, (2.12)

Using (2.3), (2.10) and (2.12), the relation between R and R D is
= ( v-.. sinA 

1U [cos{]Dx 
(2.13)

We will use this Reynolds number for our stability calculations below.

Also presented in figure 2 is the quantity - (P-)which has a zero within the boundary layer

signifying the presence of a generalized inflection point. The presence of this inflection point in a flat plate
boundary layer is a sufficient condition for the existence of amplified inviscid (subsonic) disturbances provided
that the inflection point is situated above the location in the boundary layer where V = 1 - 1/Me. Viscous
calculations show that Tollmien-Schlichting instability is present in compressible flat plate boundary layers
with most amplified disturbances being oblique. It is reasonable to assume then that the attachment-line
boundary layer will also be subject to oblique T-S waves and this is the question we address in the next section.

3. T-S Instability of the Attachment-Line Boundary Layer

Consider the stability of locally parallel compressible boundary layer flow. The "locally parallel flow"
assumption is the same as used in the derivation of the Orr-Sommerfeld equation for incompressible flow. We
use Cartesian coordinates x, y, z where x is in the chordwise direction, y in the spanwise direction and z is
normal to the solid boundary. All the lengths are assumed scaled by a reference length k, velocities by Ve,

2

density by Pe, pressure by Pe e, time by RlVe and other variables by their corresponding boundary layer edge

values. For the attachment-line boundary layer flow, the instantaneous values of velocities u, v, w, pressure p,
temperature r, and density p, may be represented as

(u , v , w) =[0,V (z),0] + [u(z),(z),w(z)]e i 1 t - ' 1) (3.1)

p= P+ p(z)ei  - ) (3.2)

r= T(z)+ T(z)e i(=+AY-M,) (3.4)
P= #Z)+ Wei(a.+ PY-as(3.4)

and
dy d) dkT: --- , -d- T k -T

d' 'dT ' dl'
where g and X are the first and second coefficients of viscosity, k thermal conductivity and a,3 are the
wavenumbers and w is the disturbance frequency which, in general, are all complex. In temporal stability

theory, a, J3 are assumed to be real and o is complex while the converse is true in the spatial stability theory.

Substituting equations (3.1)-(3.4) into the compressible Navier-Stokes equations, it can be shown that the

linear disturbances satisfy the following system of ordinary differential equations:

(AD 2 + BD + C)0_ =0 (3.5)

where 0 is a five-element vector defined by

Here D while A, B, C are 5x5 matrices whose nonzero elements are given in reference [13].
The boundary conditions for Equation (3.5) are
z =0; 0 = 2= 04= 05=0 (3.6)
Z -4 ; 0 , o v 0 , - 0 ( 3 .7 )

The above linear stability equations may also be rewritten as a system of first order equations
dzp

S, .( 3 .8 )

where

•~ ~ V =. 0 1' V 2 V 3 mm m m m m m m m m mm= ' 0 3 nm
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dz -V7 5' 8 dZ
with corresponding boundary conditions

Z = 0; vV., = V5 = V, = 0 (3.9)

z+ *-; 1 , V3' V5' V7 -40 (3.10)
The coefficients aij are also given in reference [13].

Both sets of the equations (3.5)-(3.7) and (3.8)-(3.10) constitute an eigenvalue problem described by the
complex dispersion relation

13= P( a, a)) (3.11)
For the attachment-line boundary layer, we use spatial stability theory where 0 is taken as complex

while both a and o) are real. The infinitesimally small disturbances in the boundary layer grow if i < 0. The

disturbances die out if Di > 0.

We use the numerical methods described in reference [13] to solve the eigenvalue problem (3.11). First,
Equations (3.5)-(3.8) are solved by using a global method which yields all the eigenvalues of the discretized
system. Once the instability is found, we use a local method based on a fourth-order compact difference
scheme and Newton's iteration to yield the eigenvalues as described in reference [13].

We have performed stability calculations for the infinite swept cylinder case discussed in the previous
section for M_. = 3.5 and A = 600. The results are presented in figures 3-5. The length scale 2 is taken as Q = 71
where the similarity length q] is given by Eq. (2.10). Figure 3 contains the results for spatial growth rates -Pi

2 cv

versus the dimensionless frequency F for various TS wave orientations, V. Here F = I f (Hertz) and

Vt = tan-'( al P). Computations are performed at two Reynolds numbers: A = 744 and 1290 , where for the

present conditions R = 1.2944 R.. As shown in the figures the growth rates are the highest for oblique

waves with wave angles in the range of 500 to 60*. Figure 4(a) shows the neutral curve for oblique TS waves
with V = 600 in the frequency-Reynolds number plane. The critical Reynolds number for this wave angle is
about 640. Using Equation (2.8) and (2.13), the momentum thickness Reynolds number at the critical point is
about 230 which is quite close to the value found in [6] for incompressible flow. Judging from figure 3(a), the
absolute minimum critical Reynolds number will be somewhat lower for other wave angles. However, it is
pointless to find the exact value for the present parallel flow theory since, as in the incompressible case, the
critical value for compressible flow would be expected to change when nonparallel effects are included in the
analysis. A hot wire placed within the boundary layer under supercritical conditions may be able to pick up
oscillations that correspond to the range of unstable frequencies shown in figure 4(a). In figure 4(b) the
neutral curve in the phase velocity-Reynolds number plane is presented. It is noted in figure 4(b) that unstable
waves have phase velocities in the range of 0.5 to 0.6. The mean velocity along the attachment line at the
location of the generalized inflection point is V - 0.53 (see figure 2) which shows that the critical layer is in
close proximity to the generalized inflection point, not a surprising result in view of the experience with
compressible flat plate boundary layers. The computed eigenfunction for mass fluctuations is presented in

figure 5 for a wave angle of 600, A = 800, RD = 3.8x 105 and F =.5x 10 - . Both the normalized amplitude
and phase are given in the figure. Since the computations have been performed using the linear theory, only
the shape of the amplitude function is relevant and it should correspond to the rms voltage signal obtained by
traversing a hot wire across the boundary layer. The determination of the phase, of course, would require two
hot wires.

The effect of wall cooling is shown in figure 6 where growth rates for V = 60' disturbances are presented
for Tw/Taw = 1.0, 0.9, and 0.8 at R = 1548 . It is noted that moderate cooling significantly stabilizes the

attachment-line boundary layer. With Tw/Taw = .8, the instability almost disappears at !? = 1548, so the
critical Reynolds number is increased by more than a factor of two. Cooling may therefore provide an effective
means of controlling the attachment-line boundary layer. However, the boundary layer thickness decreases
with wall cooling and it may become more sensitive to surface roughness resulting in subcritical transition.

4. Some Experimental Transition Observations

Transition experiments on a swept cylinder model have been performed in NASA Langley's Mach 3.5
pilot nozzle (see e.g., Creel, Malik, Beckwith [14]). The nozzle has boundary layer removal slots upstream of
the throat to control the nozzle wall boundary layer. When the bleed valve is closed, then the tunnel operates
like a conventional supersonic nozzle with turbulent wall boundary layers which radiate acoustic
disturbances that propagate along Mach lines resulting in high noise (rms acoustic pressure fluctuations
normalized with the mean static pressure) levels (.15%-.6%) in the nozzle test section. However, when the
bleed valve is open, the nozzle wall boundary layer is laminar to longer distances along the nozzle wall,
resulting in low noise levels (- .01%) in the "quiet" test section.

Experiments were made in this nozzle with a cylindrical model that consisted of a 0.03-inch thick
stainless steel shell with 1 inch outside diameter. Both ends of the model were sealed and cut-off parallel to
the free-stream. A sting attached at the midspan location supported the model. Chromel-alumel
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thermocouple wires of 0.01-inch diameter were spot welded to the inside surface of the shell along the entire
length of the attachment-line.

Thermocouple results in the form of recovery factor r are presented in figure 7 (derived from reference

[14]). The measured recovery factor is almost constant up to a R_ D 8 x 10 beyond which it begins to
5

increase indicating the onset of transition. The value of R_, = 8 x 10 at transition (in low disturbance
5

environment) is in fair agreement with (R_,o) > 8 x 10 criteria of Bushnell and Huffman [15] and the
T

range of R-,D values for the (R)T = 650 to 750 criteria of Poll [16] as applied to the present conditions [14]. A
closer look at the complete data from the investigation of [14] for various spanwise locations has revealed that

transition depends upon the distance from the cylinder tip and that it occurs at R_ < 8 x 105 at distances far

enough from the cylinder tip. This suggests that the data used in the correlations of [15] may not have been
representative of large enough spanwise distances (v/D>>! to see transition for smaller valueq of RD In

[14], no attempt was made to determine if the TS instability computed in Section 2 above was actually present
ii. the attachment-line boundary layer prior to transition. The attachment-line boundary layer is rather thin
and it is an extremely difficult task to probe the boundary layer with a hot-wire in order to determine if
transition is preceded by small amplitude TS waves. In any case, it will be interesting to see if the eN method,
which is based upon linear amplification of small amplitude disturbances, will be able to "predict" transition
in the attachment-line boundary layer. We address this question in the next section.

5. The Case of Finite-Length Cylinder: Transition Prediction

In conventional application of the eN method for transition prediction in fint plte boundary-layer flow,
for example, one integrates the disturbance amplification along a path described by the flow from onset of the
instability to the onset of transition. Thus, for application of the method to the attachment-line boundary layer
for a given flow condition (R,,D), disturbances need to amplify over a finite distance along the attachment-line.
Since the length over which the disturbances amplify include regions near the tip of the cylinder, it is
important to compute the flow for a finite-length cylinder. The implication here is that for any R_, the

distance from the tip is also a parameter that needs to be considered for transition in attachment-line
boundary layers.

The flow structure near the tip of the cylinder is complex and here we make several simplifying
assumptions to compute it. First, we assume that the flow is symmetric about the forward tip of the cylinder.
in contrast, the forward end of the model in the experiment was cut parallel to the flow. In order to compute
the inviscid flow we have essentially assumed that the end is actually a plane of symmetry. By this very
assumption, we may have lost some relevance with the experimental set up. However, we will be able to
account for the effect of the finite-length cylinder on stability and transition. Other assumptions include no
viscous/inviscid interaction and no variable entropy effects. The error introduced by these simplifying
assumptions is not known at this time. It has been shown by Reshotko and Khan [17.] that entropy swallowing
effects due to leading edge bluntness could significantly alter the flow instability.

The inviscid flow field was computed by Dr. Anutosh Moitra by using an Euler code. The resulting wall
pressure distribution was then used by Drs. Julius Harris and Vinket Iyre in their three-dimensional
boundary layer code to compute the developing attachment-line boundary layer at the authors' request. The
Harris-Iyre code uses a fourth-order accurate two-point compact difference scheme to discretize the
compressible boundary layer equations.

5

Calculations were made for Mo = 3.5, A = 60', and RD = 8.6 x 10 . According to figure 7, the flow is
transitional in this case.

Disturbance amplification was computed at several locations along the attachment-line. The solution
was obtained by solving the compressible stability equations by using methods described in Section 2. At each

dfl,
location the disturbance growth was maximized, i.e., the condition - = 0 was imposed. Integration of the

growth rate (- /3,) for a fixed physical frequency was then carried out along the attachment-line to obtain
y

N n(A/Ao)- f fldy
YO (5.1)

where yo is the location along the cylinder where a disturbance of a given physical frequency first becomes

unstable and A0 is the unknown disturbance amplitude at that location. The calculation (5.1) is repeated for
several different values of disturbance frequency. The results are presented in figure 8. If we select a value of
N = 10 for estimation of transition, then the curve for a frequency of 140 KHZ first crosses this line leading to a
transition onset value of y ID - 8. In the experiment, the flow was just on t e verge of transitioning to

turbulence at the chosen value of RD = 8.6 x 10 . In view of the approximations made both in the
computation of basic flow and stability equations, the agreement with the experiments is fairly good. Figure 9
and 10 contain the results for phase velocity Cr and the wave angle V for various frequencies. The values of cr

and W are within the range of values found for the infinite swept cylinder in Section 3. As the integration is
carried out for a given frequency, the wave angle only slightly changes as the flow approaches to the infinite-



swept limit. In fact for this boundary layer, a fixed wave angle calculation would yield results similar to those
shown in figure 8.

6. Concludine Remarks

We have made calculations based upon compressible linear theory to study the stability characteristics
of supersonic swept attachment-line boundary layer. The boundary layer is subject to oblique TS wave
instability. Based upon parallel flow approximation, the critical momentum thickness Reynolds number is
found to be about 230. As in the incompressible case, this value will be expected to change when nonparallel
effects are included in the analysis.

The stability theory is used to predict transition location along the attachment-line and the results are
compared with experimental measurements. The theoretical results are in qualitative agreement with the
experiment. However, no direct quantitative agreement is implied due to the simplified treatment of both the
basic flow and stability theory.

It nust he pointed -it 0-at the attachment-line boundary layer is known to exhibit subcritical transition
according to previous theoretical calculations for incompressible flow and experiments in subsonic and
supersonic flow. Therefore, the relevance of the present linear theory results to actual practical situations
may be limited. Even in the absence of spanwise contamination, the Reynolds number in the attachment-line
boundary layer has to be kept low in order to achieve laminar flow off the attachment-line.
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TRANSITION PAR CONTAMINATION DE BORD D'ATTA2UE
EN ECOULEMENT HYPERSONIQUE

LEADING EDGE TRANSITION BY CONTAMINATION
IN HYPERSONIC FLOW

J.L. Da Costa D. Ayner de la Chevalerie ,T. Alziary de Roquefort

Laborataire d'Etudes Aerodynaniques (URA CNRS DU3321
Centre d'Etudes Aeradynaniques et Thermiques

43. rue de l'Airodrome - 86000 POITIERS, France

R6SUM6

On pr~sente une 6tude exp~rimentale de la transition par contamination de
bord d'attaque en 6coulement hypersonique. Les essais sont effectu~s sur un cylindre
de section circulaire, positionni avec une fl~che de 74 degr~s sur une plaque plane
plac~e A incidence nulle dans un 6coulement A Mach 7,1. Une couche limite incidente,
soit laminaire, soit turbulente peut &tre produite A l'emplanture du cylirndre. La
pression et les flux de chaleur sont mesur&s le long de la ligne d'attachement. La
transition est d6tect~e par une augmentation du nombre de Stanton. Le cylindre peut
&tre ref roidi par de l'azote liquide pour tester l'influence de la. temp~rature de
paro-L. Les r~sultats sont compar&s de fagon assez satisfaisante avec les pr6dictions
d~duites du crit~re de POLL.

Summary

An experimental study of transition by attachment line contamination in
hypersonic flow is presented. Experiments are carried out on a swept circular
cylinder fitted with streamwise end plates at Mach number 7.1. The sweep angle is 74
degrees. Pressure and heat fluxes are measured along the attachment line. The
occurrence of transition is detected by an increase of the Stanton number. The
cylinder can be cooled by liquid nitrogen allowing to test the influence of wall
temperature. Either a laminar or turbulent incoming boundary layer can be achieved at
the cylinder base. Results compare favourably with the predictions given by POLL's
criterion.

NOTATIONS

C p Chaleur sp~cifique A pression constante

D Diam? tre du cylindre

F P Coefficient de pression

M Nombre de Mach

1P Nombre de Prandtl

P Pression

R Nombre de Reynolds

R Param~tre de similitude d~fini par (3)

R Param~tre de similitude transform6 d~fini par (7)

St Nombre de Stanton d~fini par (4)

T Temperature

T* Temperature de reference d~finie par (6)

T r Temp~rature de recup~ration

u Vitesse suivant 1 axe x

U Vitessa de 1l6coulement infini amont

v Vitesse suivant l'axe y

x Coordonnee sur le cylindre normale A la ligne de partage

y Coordonn~e le long de la. ligne de partage (fig.1)

I Echelle de longueur d~finie par 1'6q. 2

A Angle de fl~che

9 Masse sp~cifique

4 Flux de chaleur

Boursier CNRS
Chaxg6 de Recherches CNRS
Professeur, Universit6 de Poitiers
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.andices

t Conditions g~n~ratrices
- Conditions A l'infini amont
e Conditions A l~a fronti~re externe de l~a couche limite

p Conditions A la paroi

1. INTRODUCTION

La transition de la couche limite est un ph~nom~ne tr~s important dans la
conception d'un v~hicule hypersonique. En effet I'apparition de l~a transition sur l~a
ligne d'attachement au bord d'attaque d'une aile en fl~che provoque une augmentation
du flux de chaleur et a, par cons~quent, un impact important sur l~a conception du
syst~me de protection thermique Li]. En outre, la transition risque de contaminer la
majeure partie de la couche limite sur la surface de l'aile, et ceci peut affecter
1'efficacit6 des gouvernes.

Maigre de nombreuses 6tudes, ii subsiste un decalage considerable entre les
formulations empiriques utilis~es pour corr~ler lVapparition de la transition et les
etudes th~oriques fondamentales [2), [3). Cette situation peut 6tre expliqu~e par le
fait qu'il est tr~s difficile d'effectuer des mesures A l'int~rieur d'une couche
limite hypersonique transitionnelle ou turbulente. Les souffleries hypersoniques
conventionnelles, A basse enthalpie, permettent d'obtenir des nombres de Reynolds
relativement 6lev~s, grAce & l~a faible temperature statique de l'6coulement non
perturb6. Maiheureusement l'6paisseur physique de l~a couche limite est tr~s souvent
si faible que toute mesure par des moyens classiques comme des tubes de pitot ou des
fils chauds est extremement difficile. La plupart des techniques experimentales qui
ont permis de mettre en 6vidence et de comprendre les diff~rents m~canismes
conduisant de l'instabilit6 A la transition en 6coulement incompressible, sont
inutilisables ou ambigues en 6coulement hypersonique. En consequence, la transition
est g~n~ralement d~tect~e indirectement, par exemple, par une augmentation du flux de
chaleur A la paroi.

Il a 6t6 constat6 au debut des ann~es 1960 que, au-dessus d'une vitesse
critique, l~a couche limite sur une aile en fl~che 6tait turbulente sur la majeure
partie de celle-ci, incluant la ligne de partage elle-m~me. Auparavant, on pensait en
g~n~ral que Lapparition de la transition pr~s du bord d'attaque 6tait caus~e par
l'instabilit6 transversale associ~e au caract~re fortement tridimensionnel de l~a
couche limite sur une aile en fl~che. Les travaux de PFENNINGER [4) et GASTER [5) ont
conduit A la conclusion que la turbulence le long de l~a ligne d'attachement est
causke par la contamination turbulente en envergure issue de 1'emplanture. Des
recherches plus syst~matiques ont 6t6 effectu~es par CUMPSTY et HEAD [6) et, plus
tard, par POLL [7, 81 en utilisant la maquette de CUMPSTY et HEAD [6] et une sonde A
fil chaud A temp~rature constante, pour d~tecter la transition. Cette 6tude a permis

A POLL d'introduire un nouveau crit~re de transition, maintenant bien connu, bas6 sur
un nombre de Reynolds de similitude pour 1'6coulement sur la ligne d'attachement. Par
la suite, POLL [9) [10] a 6..endu ce crit~re de transition aux 6coulements
compress ibles.

Un examen des recherches ant~rieures en 6coulement supersonique fait
appa'taltre que, a l'origine, les exp~rimentateurs 6taient principalement int~ress~s
par le transfert de chaleur le long de la ligne de partage et par son 6volution en
fonction de Vangle de fl~che et du nombre de Mach. Il semble que certains d'entre
eux n'aient pas eu conscience de la possibilit6 d'une transition apparaissant sur la
ligne d'attachement. Un travail important a 6t6 r~alisA par BECKWITH et GALLAGER
[11] sur un cylindre de section circulaire A un nombre de Mach de 4.15 pour des
angles de fl~che variant entre 0* et 60'. Une revue des r~sultats existants a6t
present~e en 1965 par TOPHAM [12) conduisant A un crit~re bas& sur le nombre de
Reynolds construit avec 1'6paisseur de quantit6 de mouvement longitudinale (Re = 130
pour le d~but de la transition et Re = 450 pour une couche limite completement
turbulente). D'autres 6tudes exp~rimentales ont 6t6 effectu~es par BRUN, DIEP et LE
FUR [13) A un nombre de Mach de 2.42, et par BUSHNELL et HOFFMAN [14) A un nombre de
Mach de 2 A 8 pour un angle de fl~che de 76*. En 1980, une 6tude d~taille a6t
r6alis~e par YEOH [15) pour un nombre de Mach variant de 1.7 A 2.4, en utilisant une
jauge A film chaud, pour caract~riser 1'6tat de la couche limite. L'influence d'une
couche limite incidente comme source possible de perturbations importantes, a 6t6
d~montr~e, ainsi que 1 importance de la diff~rence entre le cylindre infini en fl~che
et le mod~le d'envergure finie.

2. ECOULEMENT LAf4INAIRE SUR UN CYLINDRE EN FLECHE

Consid~rons un cylindre infini en fl~che plac6 dans un Acoulement uniforme
supersonique, de nombre de Mach amont M-. A est langle de fl~che et nous utiliserons
le syst~me de coordonn~es repr~sent6 sur la figure 1. L'axe y coincide avec la ligne
de partage. Son anigina est a Vemplanture du cylindre. L'axe z est normal A la
paroi. L'axe x, le long de la corde, compl~te le tri~dre direct.
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'ur un qaz parfait, le nombre de Mach Me exterieur A la couche limite, le
long de la ligne d'attachement, peut @tre ais~ment calcule en fonction du nombre de
Mach amont et de l'angle de tl~che

1 + 'Y~ M,
(1 1+ f1M2 2 -

2 e + --1M2 cos A

Pour une temperature de paroi constante, les 6quations de couche limite
laminaire admettent des solutions de similitude calcul~es par BECKWITH [16] dans le
cas d'un gaz thermiquement parfait avec un nombre de Prandtl constant de 0.7 et la
loi de viscosit6 de Sutherland.

tine 6chelle de longueur q caract~istique de l'6paisseur de la couche limite
est d~finie par

( 2 )= ~ i u 1 / 2

ee

Enprnn nomptee eynaleds caculrestiu par r BECKWITH, le lonbr de Stato digni

par

(4) St C+(
e e p r p

peut 1 tre 6valu6 au moyen de l'approximation propos~e par POLL [173

5) -t 0.571

;D2/3

qui donne une erreur inf~rieure A 14% pour une couche limite laminaire.

3. CRITERE DE POLL

L'6tude la plus compl~te de la transition sur la ligne d'attachement a6t
men~e par POLL [7, 8] sur un cylindre en fl~che en 6coulement incompressible. Les
r~sultats conduisent au critire suivant:

- pour un cylindre lisse non perturb6, la transition est le r~sultat de
l'amplification de petites per-turbations dejA pr~semtes dans 1l6coulement amont
conduisant A des ondes de perturbation bidimensionnelles, qui apparaissent si >57O
et sont convect~es vers l'aval jusqu'A ce qu'elles d~g~n~rent en spots turbulents. Le
probl~me de stabilit6 lin~aire correspondant A ces ondes de type Tolimiem
Schlichting a 6t6 6tudi6 par HALL, MALIK( et POLL [18].

- pour les fortes perturbations induites, par exemple, par un fil de grand diam~tre
plac6 perpendiculairement A la ligne d'attachement, la turbulence est d~clench~e
imm~diatement par le fil et subsiste em aval si F>245.

Les r~sultats obtenus en vol semblent correspondre A iine valeur critique deR
voisine de 250. Il est clair que cette situation me peut 4!tre interpr~t~e comme le
r~sultat de l'amplification de petites perturbations dams le cadre de la th~orie de
la stabilit6 lin~aire. Par contre, la couche limite du fuselage ,surtout si elle est
turbulente, peut 6tre consid6r~e comme une source de fortes pertubations, d~clenchamt
la transition. La turbulence peut alors subsister le long du bord d'attaque si R>250.
Les r~sultats obtenus par POLL [19, 8] confirment qu'une couche limite turbulente A
l'em'lanture se comporte comme une source de fortes perturbations.

Dams le cas de 1l6coulement compressible avec une forte contamination, POLL
[9] a montr6 que les donn~es disponibles peuvent Atre corr~l~es avec une valeur
simple du paramitre de similitude de la ligne de partage , A conditign que la
viscosit6 cin~matique soit 6valu~e A une temp~rature de r~f~rence T . Cette
temperature de r~f~rence a 6tk d~termin~e de mani~re A corr~ler les donn~es de
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transfert de chaleur et de trottement turbulent sur la ligne d'attachement (voir
r~f~rence [17)).

(6) T* =T e+ 0.1(T- T e) + 0.6(T- Te

Le6coulement sera turbulent en pr~sence de fortes perturbations si

(7) R v de 1/ > 245

Ve dx

4. ETUDE EXPERIM4ENTALE

4.1. Description de la maguette

Une 6tude exp~rimentale de la transition sur une ligne de partage a 6t6
effectu~e A M- = 7.1 dans une soufflerie hypersoni~ue (Diam~tre 7 de veine 210 mm) avec
un nombre de Reynolds unitaire variant entre 6.10 /m et 3.4 10 /m. Deux cylindres de
section circulaire, ayant les caract~ristiques suivantes, ont 6t utilis~s avec un
angle de fl~che de 74*.

mod~le 1 mod~le 2

D mm 20 15

y max/D 11 14

R_ 1.2 16 < - < 6.8 10 10 5 < - < 5.1 IOS

Ces maquettes sont mont~es sur des plaques planes sans incidence de longueur
L=30, 95, 230 ou 313 mm pour le mod~le 1, et L=115, 250 ou 333 mm pour le mod~le 2.
Le nombre de Reynolds bas6 sur les conditions de l'6coulement amont et la longueur L
entre le bord d'attaque de la plaque et la base du cylindre satisfait

1.8 10~ 5 RL 4 10'

ce qui permet d'obtenir A la base du cylindre une couche limite laminaire ou
turbulente.

Dans la suite, nous utiliserons des longueurs rendues sans dimension par le
diam~tre du cylindre. tNous d~finissons ainsi une longueur de plaque plane r~duite
L/D, et une coordonn~e r~duite le long de la ligne de partage y/D.

4.2. Technique experimentale

La transition est d~tect~e indirectement par une augmentation du nombre de
Stanton. Le transfert de chaleur est mesur6 avec la technique de la "peau mince" en
utilisant un cylindre creux ayant une 6paisseur de paroi de .5 ou 1 mm et des
thermocouples chromel alumel d'un diam~tre de 0.08 mm soud~s sur la surface interne
du modile par une dicharge 6lectrique. La technique transitoire de la peau mince a
6t6 choisie en raison de sa bonne pricision et de la facilit6 de fabrication de la
maquette avec une surface tris lisse.

Comme le montre la figure 2, la maquette est injectie dans la veine d'essai
par un virin pneumatique apris amorgage de la soufflerie. La dune totale de
1 injection de la maquette dans li6coulement est infinieure A 0,15 seconde. La durne
correspondant au diplacement de la maquette dans la veine d'essai, est infirieure A
0,05 seconde. La figure 3 montre un enregistrement typique obtenu lors d'un essai.
Elle represente la variation de la tempirature mesurie au cours du temps et la pente
A l'origine est directement li~e au flux de chaleur.

Pour tester l'influence de la tempirature de paroi, la maquette peut &tre
ref roidie avec de l'azote liquide avant injection dans li6coulement. Dans ce cas,
kvidemment, il est essentiel de prendre en compte la variation avec la tempirature de
la chaleur spicifique de l'acier utilis6 pour la fabrication de la maquette.

4.3. Mesures de Pression et gradient de vitesse transversal

En raison des .- Aques planes sur lesquelles sont positionnis les cylindres,
1'6coulement autour de la uaquette est complitement tridimensionnel au voisinage de
1'emplanture et dipend de la coordonnie y. La visualisation strioscopique de la
figure 4 montre que la distance de ditachement de l'onde de choc augmente
riguliirement le long de la ligne de partage. Ceci suggire que li6tat asymptotique
correspondant au cylindre infini nest atteint que pour des distances riduites y/D
de l'ordre de 10
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-es visualisations strioscopiques ont 6t6 confirm~es par une 6tude nume'rique,
basee sur la r~solution des equations d'EULER au moyen d'une m~thode d'6lements
finis, dont les r~sultats sont repr~sent~s sur la figure 5.

La _longueur caract~ristique n~ d~finie par (2) et donc le parain~tre de
similitude R de la ligne d'attachement dependent du gradient de vitesse le long de
la corde. Cette valeur peut 6tre obtenue, soit avec le code num~rique, soit A partir
de l'hypoth~se plus simple d'une distribution de pression v~rifiant la loi de Newton
modifi~e pour le coefficient de pression

K p= K 0CsP

ce qui conduit A

C~u - 11/2 2U-

La figure 6 montre que les valeurs obtenues avec le code Euler sont plus
grandes que la valeur constante correspondant A 1'hypoth~se d'un cylindre
d'allongement infini obtenue avec la th~orie newtonienne. Le nombre de Mach le long
de la ligne d'attachement est Me = 5.13 et le nombre de Mach amont normal au choc est
Mn- = 1.96.

Les mesures de pression le long de la ligne d'attachement pr~sent~es sur les
figures 7 et 8 confirment que 1'6tat asymptotique n'est atteint que poi.. des valeurs
de y/D de l'ordre de 10. Ces mesures ont 6t effectu~es pour diff6rentes longueurs de
plaque LID et plusieurs nombres de Reynolds. La distribution de pression est complexe
et 1'6coulement le long de la ligne d'attachement semble btre s~rieusement affect6
par 1 interaction onde de choc - couche limite tridimensionnelle se produisant A la
base du cylindre. L'influence de la longueur des plaques est faible. Pour y/D)2, il
existe un gradient de pression moyen favorable le long de la majeure partie de la
ligne d'attachement.

Ces r~sultats appellent les remarques suivantes

1 - Les mesures suivent grossi~rement la valeur pr~dite par le code EULER et il
existe effectivement en mayenne un gradient de pression favorable le long de
1 envergure.

2 - Il existe cependant des fluctuations considdiables, de l'ordre de +10% par
rapport A la distribution moyenne. Localement la couche limite peut 6tre soumise,
dans la direction de l'envergure, A des gradients de pression favorables ou
d~favorables.

3 - Ces 6carts par rapport A la distribution thdorique pourraient Atre attribu~s A
l'interaction entre la couche limite sur la plaque et le choc devant le cylindre.
Cependant, les distributions de pression obtenues ne dependent pas beaucoup de la
longueur de la plaque, alors que, suivant la longueur de plaque et les conditions de
fonctionnement, la couche limite A l'emplanture peut 6tre, soit laminaire, soit
turbulente.

4 - Il existe une faible influen.. du nombre de Reynolds. La figurte 7, correspondant
A des nombres de Reynolds plus faibles que la figure 8 , montre des rapports PIP-
l6g~rement plus 6lev~s. Ceci est dG au fait que la pression statique de r~f~rence P-
a 6t6 calcul~e A partir de la pression gdn~ratrice mesur~e et du nombre de Mach M-. =
7.1 de la soufflerie. En fait, ce nombre de Mach d~pend un peu du nombre de Reynolds
unitaire A travers l'effet de d~placement de la couche limite dans la tuy~re ;ceci
explique la petite diff~rence entre les deux figures.' On observe 6galement un
deplacement du maximum de pression en envergure ce qui suggere que l'origine de ces
perturbations pourrait 6tre le raccord entre la tuy~re de la soufflerie et le trongon
additionnel supportant les plaques planes.

En raison de l'incertitude sur la validit6 des r~sultats du code d'Euler,
nous avons utilis6 la valeur de~ T valu~e avec l'hypoth~se de la th6orie Newtonienne
modifi~e. Ceci appelle trois remarques importantes:

- L'utilisation des r~sultats du calcul avec les 6quations d'EULER, qui fournit des
valeurs de due/dx plus grande que l'approximation newtonienne, aurait conduit A des
valeurs plus faibles du param~tre T.

- Le param~tre 7 est un nombre de Reynolds base sur l'6chelle nj caract~ristique de
le6paisseur de la couche limite. Le lien direct entre n~ et le gradient de vitesse
longitudinal due/dx vient de l'hypoth~se de similitude pour la couche limite
laminaire le long de la ligne de partage. Ii est clair que cette solution de
similitude correspondant A un cylindre d'allongement infini ne peut Atre obtenue que
pour des valeurs suffisamment grandes de y/D. Nous avons vu que pour le champ de
pression, la solution asymptotique nest atteinte que pour y/D ft 10. On peut penser
qu'il en est de m~ine pour la couche liinite le long de la ligne de partage.
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_ Les consid~rations pr~c~dentes ne tiennent pas compte des effets li~s au gradient
d'entropie au voisinage de la jonction cylindre-plaque. Ce gradient d'entropie a deux
origines:

d'une part la variation de temp~rature dans la couche limite de la plaque plane
d'autre part la variation de l'angle du choc selon l'envergure entre lembase du

cylindre oai la solution de fluide non visqueux fournit un angle de lordre de 23
degr~s et la solution asymptotique pour un cylindre d'allongement infini qui
correspond a un angle de choc de 16 degr6s.

4.4. Mesures des flux de chaleur

Le nombre de Stanton d~fini par (4) a 6t6 6valu6 A partir des mesures de flux
de chaleur en utilisant les valeurs ge, y e ) correspondant au cylindre infini en
fl~che et un facteur de recup~ration de 0.85.

La figure 9 montre les r~sultats obtenus au voisinage de lemplanture avec la
maquette 1, pour la plaque plane la plus longue et pour un rapport Tp/Ti = 0.38.
Cette r~gion est domin~e par 1 influence de la couche liiuite sur la plaque. La couche
limite arrivant sur le cylindre conduit A des valeurs 6lev~es du flux de chaleur sur
la ligne de partage. Compte tenu de l'angle de fl~che 61ev6 (A = 74*), la couche
limite de la plaque plane interagit avec le cylindre dans la r6gion yfD<1. Dans la
r~gion y/D=O.5, le nombre de Stanton est une fonction croissante du nombre de
Reynolds. Cette 6volution du nombre de Stanton est gouvern6e par la variation de
l'6paisseur de la couche limite sur la plaque. Quand le nombre de Reynolds unitaire
augmente, l'6paisseur de la couche limite incidente diminue, cc qui donne une vitesse
plus grande et donc un flux de chaleur plus grand, pour la m !me valeur y/D.

Les figures 10 A 12 montrent 1l6volution du nombre de Stanton en fonction de
pour le mod6le 1 et pour une valcur fi*e de y/D (y/D=9). Quel que soit L/D, la

transition apparalt pour une valeur de it d'environ 250 qui est en bon accord avec le
crit~re de POLL si Von admet lexistence d'une source de fortes perturbations.
L'influence de la longueur de la plaque plane peut 6tre 6valu~e en comparant les
figures 10 A 12. La pente de St("§) dana la r~gion de transition eat une fonction
d~croissante du rapport LID. Ccci s'explique par le changement de la nature de la
couche limite A la jonction plaque/cylindre. En effet, lorsque LID = 1.5, le nombre
de Reynolds RLbas6 sur la longueur de la plaque plane at Sur les conditions amont est
de l'ordre de 370.000 pour I* = 250. Lorsque la transition apparait sur la ligne de
partage, pour Y/D=9, la couche limite est encore laminaire A lemplanture. Par
contre, pour laplaque la plus longue (L/D=15.65), nous avons RL de lordre de 4
millions pour R =250, et dans ce cas, la couche lizuite eat devenue turbulente ou au
momns transitionnelle sur la plaque.

Ces mesurcs appellent las remarques suivantesz

- Le nombre de Stanton est d~fini en utilisant comme r~f~rence la solution
correspondant au cylindre infini. Il ne tient pas compte des variations de pression

dans la direction de lenvergure le long de la ligne de partage.

- La variation du param~tre R est obtenue en modifiant la pression g~nkratrice ce qui
change le nombre de Reynolds unitaire de la soufflerie. Conune la longueur de la
plaque plane est maintenue constante, il en r6sulte que 1'6paisseur de la couche
limite arrivant A lemplanture vanie aussi et que sa nature laminaire ou turbulente
peut 6ventuellement changer suivant T. Ccci signifie que, malheureusement, nous
6tudions 1 influence du paramdtreR Tsur la transition en changeant en m~me temps la
perturbation introduite A la jonction du cylindre et de la plaque.

- Pour les essais en paroi ref roidie, seul le cylindre est refroidi. En cons~quence,
nous 6tudions 1 influence de Tp/Tt avec lea m~mes conditions initiales A
1 emplanture.

L'influence de la temp~rature de paroi est apparente sur lea figures 10 A 12.
Pour ce premier modile, il aemble que le refroidissement retarde tr~s 1kg~rement la
transition. Ce r~sultat est contraire A celui qui est pr~vu par le crit~re de POLL et
sugg~re que le coefficient de la temp~rature de paroi Tp dans la formule de la
temp~rature de r~f~rence devrait 6tre plutdt n~gatif. Il faut cependant insister Sur
le fait que l'influence de la temp~rature de paroi est assez faible.

Le second mod~le nous a permis d'6tudier l'Avolution du nombre de Stanton en
fonction de y/D et de R9. Les r~sultats correspondants sont donn~s sur lea figures 13
A 18 pour plusieurs valeurs de y/D. Chaque figure correspond A une configuration
exp~rimentale,c'est A dire une valeur de LID, avec ou sans ref roidissement. On peut
constater un tr~s bon accord entre les valeurs du nombre de Stanton en paroi froide
et chaude, ce qui, dans une certaine mesure, valide la technique exp~rimentale
utilis~e puisque les conditions exp~rimentales et les flux de chaleur mesur~s sont
tr~s diff~rents.

11 est difficile d'interpr~ter lea r~sultats sous cette forme. Une vue plus
synth~tique des r~sultats peut Atre obtenue en portant, en fonction de y/D et de T,
lea valeurs du rapport du nombre de Stanton mesurk sur le nombre de Stanton th~orique
laminaire calculk au moyen de (5). En fait, pour diminuer 1 influence de la
distribution de pression non constante, montr~e sur lea figures 7 et 8, et pour
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6liminer les erreurs syst~matiques eventuelles associees A chaque thermocouple, nous
avons 6valu6 le param~tre suivant:

St mesur6 / St mesur6 pour R minimum

St laminaire / St laminaire pour ft minimum

Cette quantit6 doit 6tre de l'ordre de 1 en regime laminaire et augmenter
pour un 6coulement turbulent dans la mesure o~i la valeur Rmin de r~f~rence correspond
d une situation laminaire. Les figures 19 A 24 montrent l'6volution de ce param~tre
en fonction de y/D et de R. Nous avons _kussi ajout6 sur ces figures une ligne
correspondant A la valeur critique R = 250. Il est clair que, pour les plaques
planes les plus courtes qui founissent une couche limite lamina~.re A l'emplanture, la
transition n'intervient pas A une valeur constante de R . La valeur critique
exp~rimentale est une tonction 16g~rement d~croissante de y/D. Ceci signifie qu'il
existe des situations dans lesquelles la couche limite sur la ligne de partage reste
laminaire au voisinage de la plaque alors qu'elle devient turbulente pour des valeurs
elevees de y/D.

Ce comportement pourrait &tre expliqu6 en supposant que le temps n~cessaire
pour amplifier jusqu'a un niveau critique les perturbations introduites & la jonction
cylindre/plaque et ,par consequent, la distance suivant l'envergure est une fonction
d~croissante de la diff~rence entre le nombre de Reynolds et un nombre de Reynolds
critique. Cependant, une telle interprftation est en d~saccord avec l'interpr~tation
.jla transition par contamination propos~e par POLL. En effet, la valeur critique

ft =250 correspond en Principe & une situation domin~e par l'existence de fortes
pertuibations qui provoquent localement une turbulence qui ne s'amortit pas en aval
si ft >250. Ce m~canisme nest pas en accord avec les figures 19 et 20 qui montrent
clairement une region d'6coulement laminaire au voisinage de la base du cylindre.
L'accord est meilleur pour la plaque la plus longue (L/D=22) A Tp/Tt = .38 (figure
23) qui donne une couche limite turbulente qui se comporte apparemment comme une
source de fortes perturbations. Dans ce dernier cas aucun effet de yfD ne peut 6tre
mis en 6vidence. En r~alit6 cette figure ne permet pas de discerner une zone
franchement laminaire correspondant_ A St/St ref 1 . La valeur obtenue
exp~rimentalement vanie en fonction de ft de fagon assez continue,_ce qui confirme la
diminution de la pente de la courbe de St en fonction de ft dans la r~gion de
transition dejA observ~e avec le premier cylindre.

L'existence d'une region laminaire A proximit6 de la plaque pour le cas L/D=8
(figure 19) peiil- ='=si t-+-re due au fait que, dans cette r~gion, la valeur locale de r
est vraisemblablement plus faible que la valeur correspondant a la solution
asymptotique pour un cylindre d'envergure infinie que nous avons utilis~e. En effet
1' 6paisseur de la couche limite peut 6tre plus faible pour deux raisons:

- le caract~re tridimensionnel de l'6coulement ext6rieur conduit au voisinage de
la plaque A des nombres de Mach ext~rieurs plus faibles que la valeur asymptotique
obtenue en aval, et ceci entraine l'existence d'un gradient de pression favorable

suivant 1 envergure.
- Contrairement a la solution de similitude qui est ind~pendante de y la couche

limite r~elle a une origine au voisinage de l'emplanture et son 6paisseur peut
croitre pour rejoindre la valeur asymptotique en aval.

Dans les conditions de la figure 19, la couche limite sur la plaque est
laminaire lorsque la transition apparait sur la ligne d'attachement. On peut penser
que la transition est due, non pas aux perturbations apport~es par la couche liniite
de la plaque, mais essentiellement aux perturbations existant dans l'6coulement
amont. Il est g6n6ralement admis que les souffleries A rafale de petites dimensions,
construites sans pr~cautions particuli~res, sont caract~ris~es par un taux de
turbulence 6lev6 : la seule information quantitative pour la soufflerie utilis~e dans
cette 6tude, est une mesure du niveau de fl Yctuations de pression dans la chambre de
tranquillisation, qui est de l'ordre de 10 en valeur relative.

La comparaison de la figure 19 avec la figure 20 montre que, pour la m~nae
plaque (L/D=8), avec refroidissement de la paroi du cylindre, la situation est tout A
fait analogue. Alors que pour le premier cylindre, le refroidissement retardait
l~g~rement la transition, cette fois, aucun effet syst~matique ne peut 6tre d~cel6.

5. CONCLUSIONS

Cette 6tude exp~rimentale semble justifier le crit~re de POLL, fT*crit = 250,
en 6coulement hypersonique, et confirme la faible influence de la temp~rature de
paroi, ce qui est en assez bon accord avec la formule propos~e par POLL pour la
temp~rature de r~ference.

Un examen plus d~taiII6 de 1'6volution en envergure le long de la ligne de
partage sugg~re cependant que, lorsque la couche limite arrivant sur le cylindre A
l'emplanture est laminaire, la transition est plutbt d~clench~e par le niveau de
turbulence 6lev6 de la soufflerie.

Des progr~s dans la compr~hension de cette situation complexe sont envisages
dans deux directions:
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- Par une meilleure cornndissance de l'6coulement moyen le long de la ligne de
partage, par exemple au moyen d'un code de calcul r~solvant les 6quations de Navier
Stokes tridimensionnelles et capable de tenir compte des ph~nom~nes d'int~raction
visqueuse i l'intersection de la plaque et du cylindre.

- Par une meilleure caractrisation des perturbations provenant de l'6coulement
amont, et une 6tude de l'influence du niveau de turbulence de l'6coulement, dans la
mesure oi il sera possible de le r~duire.

REFERENCES

(11 - WUSTER K.E.
"An assessment of the impact of transition on advanced winged entry vehicle
thermal protection system mass"
AIAA paper 81-1090

12) - MORKOVIN M.F.
"Transition at hypersonic speeds"
ICASE Interim report 1, NASA contractor report 178315, May 1987

13] - HOLDEN M.S.
"A review of aerothermal problems associated with hypersonic flight"
AIAA paper 86-0267

[4) - PFENNINGER W.
"Flow phenomena at the leading of swept wings. Recent developments in boundary
layer research. Part IV"
AGARDOGRAPH 97, May 1965

(5) - GASTER M.
"On the flow along swept leading edges"
The Aeronautical Quarterly, Vol. XXIII, pp.165- 184 (1967)

[6] - CUMPSTY N.A., HEAD M.R.
"The calculation of three-dimensional turbulent boundary layers. Part 2
Attachment line flow on an infinite swept wing"
The Aeronautical Quarterly, Vol.XXIII, pp.150-164 (1967)

17] - POLL D.I.A.
"Transition in the infinite swept attachment line boundary layer"
The Aeronautical Quarterly, Vol.XXX, pp.607-629 (1979)

[8) - POLL D.I.A., PAISLEY D.J.
"On the effect of wing taper and sweep direction on leading edge transition"
Aeronautical Journal, March 1985, pp. 108-117

19] - POLL D.I.A.
"The development of intermittent turbulence on a swept attachment line
including the effects of compressibility"
The Aeronautical Quarterly, Vol.XXXIV, pp.1-23 (1983)

[10] - POLL D.I.A.
"Boundary layer transition on the windward face of space shuttle during re-
entry"
AIAA papei: 85-0899

[11] - BECKWITH J.E., GALLAGER J.J.
"Local heat transfer and recovery temperature on a yawed cylinder at a Mach
number of 4.15 and high Reynolds numbers"
NASA TR R-104 (1961)

[12] - TOPHAM D.R.
"A correlation of leading edge transition and heat transfer on swept cylinders
in supersonic flow"
Journal of the Royal Aeronautical Society, Vol.69, 1.
January 1965,pp 49-52

(13) - BRUN E.A. , DIEP G.B., LE FUR B.
"Transport de chaleur et de masse sur des cylindres circulaires en fl~che dans
un 6coulement supersonique. Recent Developments in boundary layer research
Part 2"
AGARDOGRAPH 97, May 1965

[14] - BUSHNELL D.M., HOFFMAN J.K.
"Investigation of heat transfer to leading edge of a 76" swept fin with and
without chordwise slot and correlation of swept leading edge transition data
for Mach 2 to 8"
NASA TM X-1475 (1967)



4-9

[15] YEOH K.B.
"Transition along the attachment line of a swept circular cylinder in
supersonic flow"
M. Sc. Thesis, College of Aeronautics, Cranfield Institute of Technology,
September 1980

£16] BECKWITH I.E.
'Similar solutions for the compressible boundary layer on a yawed cylinder
with transpiration cooling"
NACA TN 4345 (1958)

[17] - POLL D.I.A.
"Skin friction and heat transfer at an infinite swept attachment line"
The Aeronautical Quarterly, Vol.XXXII, pp.299-318 (1981)

[181 - HALL P., MALIK( ?.R., POLL D.I.A.
"On the stability of an infinite swept attachment line boundary layer"
Proc. Roy. Soc. Lond. A 395, pp.229-24 5 (1984)

[19] - POLL D.I.A.
"Transition description and prediction in three dimensional flows"
AGARD Report 709, p.5-i, 5-23

Ce travail a 6t6 effectu6 dans le cadre d'un contrat AMD-BA n*2-RDMF 86

SURFACE DES UGNES DE COURANT

SURFACE IDL CTUNDRE

S. P1. pianoChombro

F.1- Systeme de coordonn~es [1] Fig.2 -Ensemble experimental

70

.... Mesures
- Lissoge

---Pente
Injecteur

$.

5'.C

E-

X

Temps (S)
Fiq.3 -Enregistrement

de la temperature de paroi Fig.4 -Visualisation strioscopique
mesuree en tonctiom du temps



440

bu/bx S-1

4 10'1 CODE EULER 3D

7. 1 104 T=800 6K

0 510 y/D

Fig.5 - Champ de pression Fig.6 - Gradi.ent de vitesse

determin6 par un code EULER suivant la corde
dans l~e plan x 0

7 0

A I

- 4 -

44
* Mod.1LDl 10 12 0

3 N od. 2 L/D-8 6
1 .7 10 3 0 Mod. I L/D=15 De. 0

Mod. 2 L/D=21 RD 1 7 i~ x Pod. 2 L/DuS Re3.7 10'

2 - ULER 2 M od. 2 L/D=21 LR=3.7 10'

-- CYLINDRE INFINI - ULER

I CYLINDRE INFINI

YID Y/D

2. 4 6 8 10 122 4 6 8 0 1

Fig.7 - Distribution de pression Fig.8 - Distribution de pression

le long de la ligne de partage l~e long de la ligne de partage

taibles nombres de Reynolds hauts nombres de Reynolds

St 103+ 'rw/Tt = 0.4

8110 St w0 * , 250 9 Tw/TI= 0.19

2, L 21 IO 250 L/D =1.5
L 300mI MMi **s.

0 .

& L = 4.85 10' RD = 3.1 10 'I""O BPrn

a AL =3.44 I0' RD 2.2 10 5

& RL = 2.03 10' RD 1.3 10'

06 0

0 1 2 3 4 yiD 800o 100 1200 1400 A

Fg9- Noubre de Stanton Fig.10 - Nombre de Stanton

mesur* au voisinage de Vemplanture pour y/D - 9 et L/D - .



4-11

sil + TWITt = 0.4 st 10~ + Tw/Tt = 0.4

2 250 *Tw/Tt = 0.19 2 R4O'19 - 250 *Tw/Tt = 0.19I 0A25 L/D 4.75 j* R= 250 /=156

0 *. - 25 -e 00'

(BEC1CIH

01-
800 1000 1200 1400 0 800 1000 1200 1400

Fig.11 -Nombre de Stanton Fig.12 - Nombre de Stanton
pour y/D 9 et L/D =4.75 pour y/D = 9 et LID =15.65

aL. W. D M".

we....V. L. '

0. ##, qo0e

f P00..0 000 0 0 a4l.OP#.04 40I .06 0 000' e

ai.1 a Not eS ao en aoco de

(.M_ - 7 4,LD=8 T ,9



4-12

Fi.1 - Nob- de Stnone fnt nd

i- 00#' 4 '- 0 o eo 0* - e444 e 0 e ; L # 4''j4'4''

Fi.,.6 - -bed tnone ocind

a a.s'aK=7, A 74 , L D = 17, T /Tt = 0,3



4-13

map

-- -i I

0- Ep _ _ _.O 0dpO , P PO 0 0D
-~~t .I.t*I j*

- a-

Fig.17 - Nombre de Stanton en fonction deR
(M4 7, A =74*, L/D = 22, T p/Tt =0,38)

(01 = 7,A=7' - -2Tp/ . 0,19



4-14

Res 250

13 14

T, / 7. 1 T. /T= .19 2 0
12 1

10 10

(6

48-0lil :.7ti 3346.zN o
Z

600lA 70 boo 90 00 10 4O 0 G o 10 10 10

14 14 l041* 132

34~T /T, .10 0I4

.3-L D4 1 7 4
L 4 D 171 - n

14

16 . ......

11 6771 ,

,III 1 8 7 4 0 30 lii0 1 0 0 0 1 1 0 0 1* 4 2 0000 0 0 ,

Goo2~ 60 700 600 900 1000 1100 1200 4 07 60 70 00 90 10 110 10

Rbar 0344 j Rbar

- 250
M=7.1 .3~.4 U71. 13 c = 25

14.1
T, /T3 if 1 2T,/T .1 1

L D =22 L I17117 /D =22

66

4 4.

3. 187 0003

- 133-0 I

hil 
-O 

-
473

rT 1.7- 0 0 10712 0
* 1 .-73 7 600 'ZOO 00 900 1000 1100 1200 .07 00 0Q 00 00 10 100 20

Rbr Rbar
Fig 2 3St-..S.= If (R .Y/D) Fg 2 4St_...St.,= k ,Y/D)



5-1
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SUMMARY

Instability, turbulence and relaininarization in the attachment-line region of swept and lilswept
cylindrical bodies are.studied by numerical solution of the full Navier-Stokes equatiols. The flow is
similated over a strip containing the attachment line and treated as homuogeneous in the spantwise
direction: the disturbances decay exponentially upstream. Transpiration through the wall nay )'e

prescribed. The new method, which admits completely general (list urbances, agrees with published
linear-stability results, which were limited to an apparently restrictive form of disturbance. Fully-
developed turbulent solutions with sweep are generated and compare well with experiment. The
turbulence is subcritical (except with blowing), resulting in large hysteresis loops. By lowering the
sweep Reynolds number, or increasing the suction, the turbulent flow is made to relaminarize. The
relaminarization Reynolds number is much less sensitive to suction than the linear-instability Reynolds
number. Extensive attempts to detect the postulated nonlinear instability of the unswept flow failed,
suggesting that this flow is linearly and nonlinearly stable.

1. INTRODUCTION

Tile phenomenon of leading-edge contamination was discovered in the 1950's during experiments
on swept laninar-flow wings. Oii unswept wings the l)oul(lary layers start at the attachment linie
and (levelop along the tipper and lower surfaces in strong favorable pressure gradients. which stal)ilize
them. Generally, on smooth surfaces the bounlary layers remain laminar up to the end of the favorable
gradients. The local flow at tile attachment line is the classical Hiemenz flow, an exact solution of
the Navier-Stokes equations (1). Fhie transition of these bomidary layers to turbulence can ile studied
independently at different spanwise stations and is amenable to the established instability theories. with
small disturbances gra(liallv growing to nonlinear levels and then causing breakdown to turbulence
(although the origin of these dist uirbances is still a delicate matter). In contrast, oil swept wings the
boundary layer can be turhulent right at the attachment line. This is unfortunate from a technological
point of view. It also greatly complicates the theory since the turbulence propagates il tile sI anwise
direction, often coming from the fuselage boundary layer (hence the word "contamiination" ). Therefore.
the phenomena are no longer local in the sl,anwise direction. Leading-edge coutamillatioll is distin(t
from cross-flow instability, which is due to the three-diniensionality of the boundary layers. ('ross-flow
instability (aI move the transition line forward (colmpared with aii unswept wing) but not all the way
to the attachment line.

This problem was studied experimentally by Gregory (2), Gaster (3). Cunipsty & Head (4), and Poll
(5). among others. They investigated the stability of the lamiinar flow to small (list urbances. as well as
the turbulent flow and its relaminarization. The primary l)araleter is he sweep Reviiolds iniber,

R =_ IWV,/,!S,,. (1)

Here TV, is the spanwise component of the freestream velocity, S is tile strain rate of the irrotational
flow over the attachment line. and v, is the kineinatic visc :iry. However hysteresis phenomena were
observed as f? was varied. The conditions at the upstreani - d of the cylindrical body. which has to
be finite in an exl)eriment (tile equivalent of tie wing-odv junc(tion) also strongly inifluieice the state



of the boundary layer. Over a range of Reynolds number (say R = R, to R 2 ) the flow can be either

laminar or turbulent.

Il practice, full-size airplanes are not far above the critical Reynolds-number range [R. R 2 ]. To

achieve passive Lamiinar Flow Control, turbulence could be suppressed by reducing the sweep angle or

the leading-edge radius (thus reducing R), but such measures degrade other aspects of the performance.

Another solution is to apply suction over the whole front part of the wing: one of the objectives of this

work is to deterinile how much suction is needed.

For unswept bodies, experiments have shown organized (listurbances in the attachment-line region

>.ee, e.g.. Sadeh & Brauer. 6, and the discussion by Lyell &- Huerre, 7). Streamwise vortices were

detected, but apparently not small-scale turbulence. It was speculated that streamline curvature in

that region caused an instability. Howevel c'areful theoretical studies (8) indicated that the flow is

linearly stable. This contradiction can be due to finite-amplitude disturbances in the incoming stream

of the experiments, or to a nonlinear instability. This latter conjecture was made by Lyell &- Huerre (7,

hereafter referred to as LH) who indeed found a nonlinear destabilization of a system of model equations

they derived. However they used a highly truncated approximation, and consequently they (lid not

present their evidence as final. To better address this question a full nonlinear numerical solution is

needed. which is another objective of the present work. If self-sustained disturbances characteristic of

the attachment-line region, with or without sweep. are discovered they will provide extremely valuable

upstream conditions for stability calculations in the boundary layers.

In the swept flow linear-stability results (9) agree with experimental findings for the instability

Reynolds number R, (3). To study turbulence and relaminarization, a nonlinear method is needed.

Hall & Malik (10) took steps in that direction using a weakly nonlinear theory and a numerical

method, which allowed them to predict the subcritical character of the instability. However their

numerical method, although it was not truncated as severely as in LH. was still two-dimensional (i.e.,

the x-dependence of tile flow was prescribed).

The present study rests on fully nonlinear, three-dimensional, time-dependent numerical solutions

of the Navier-Stokes equations. Direct-simulation methods have been successful in studying transition,

turbulence and relaminarization in other flows at comparable Reynolds numbers. We follow the earlier

ideas and study the attachment-line region in isolation from tile rest of tile flow; the dominant parameter

is R. The effects of evenly distributed wall suction are included: those of spanwise inhomogeneity, wall

curvature, roughness, or fluid compressibility are neglected. Within this somewhat idealized setting.

the method described in tile next section makes it possible to simulat- the flow extensively, from laminar

to turbulent states and back, without any restriction oil the form or amplitude of the disturbances.

2. METHOD

The numerical niethod .s that described in (11). and has been used in the past to study transition

(12). as well as relainiiarization (13). It solves tlle incompressible Navier-Stokes equations over a

flat plate with periodic boundary conditions ill the directions x and z, parallel to the plate. The

y-domain extends from 0 to x,. The accuracy is spectral in space, and second-order in time. For tile

present study, aimed at simulating infinite wings or cylinders, the flow is treated as homogeneous ill

the spanwise direction so that periodic conditions are al)l)ropriate in :. Oi the other hand the flow is

not homogeneous in the .r direction. orthogonal to the attachent line, and a special procedure had to

be devised so that the periodic boundary conditions required by tile numerical method could be used.

This is tile only new element in the method, and the rest of this section is devoted to describing it and

discussing its validity.

Let 1. and TV, be the freestream components normal and parallel t.o the spanwise direction,

respectively. One applies matched asymiptotic expansions between the irrotational flow impinging on

the body and the viscous boundary layer. The small parameter is time ratio of the boundary-layer

thickness 6 to the dimensions of the cross-section. e.g., time radius of curvature R,. In laminar flow this

ratio is proportional to the square root of the Reynolds nunber URI/v. In time first approximation

the only information transmitted from the outer solution to the inner solution is S, the strain rate near

the attachment line. There may also be transpiration at the wall with a velocity lo.

For laiimimnar flow tile inner expansion is a generalization of the classical Hienlenz flow (1) with tihe

addition of a spanwise flow V' ., and a transpiration t10. We follow tie presentation of Hall, Malik, &
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Poll (9). The parameters of this inner solution are S. , V,. and 10. The nondimensional parenreters
are the sweep Reynolds number R = IL.- /v/ Sv and the transpiration parameter K - 1'/ v'v. Define
the laminar thickness 6, V\/iS, and il y1./61. The solution is given by

= ." S (I/). t, = J S r(,u). 'l = It', iv(r), (2)

where it. r. and it satisfy

it + , = 0, (3o)

V" 11 c+' - , ," - 1 = 0. (3)

a" - I' i' = 0, (3c)

1'(0) = 0. l(0) = K. e'(x) = -1. 11'(0) = 0, i,(ic) = 1. (3d)

Note that this is a solution of the full Navier-Stokes equations, not just the boundary-layer equations.
For large y the fluid is coming straight (town toward the plate. It then turns into the ±x direction, away
from the attachment line. The motion in the z direction is uniform away from the plate and produces a
boundary layer on the plate, of about the same thickness as the -direction boundary layer. As shown
by Eq. (3) the motion in the x - y plane is independent of the z-component. In the attachment-line
region (near x = 0) the a and t? velocities are of the same order: away from it (x > > 6,) they acquire the
usual disparity characteristic of boundary layers (u >> t). The attachment-line region has an elliptic
character, whereas farther along the wall the flow has the usual parabolic character of boundary layers.
This suggests that the flow in the attachutent-line region of the boundary layer can be studied by itself,
knowing only S,'. iT . and I ; information travels from that region into the boundary layers, but
not back towards the attachment line. This idea was iml)licit in the derivation of Eqs. (2, 3) (which
have been shown to agree with laminar experiments) and in all tire stability studies to date, and we
apply it in the present sturdy of turbulence.

The equations are solved in a strip extending from -L to L in the x direction. The length L
is large compared with 61, or with the turllent-boundarv-layer thickness, but small compared with

the dinensions of the body (e.g., R,) so that curvature and spatial variations of the strain rate and
transpiration velocity can be neglected. We split the solution (velocity vector U and pressure p) into

a prescribed "base flow'" (U0,po) and a perturbation (Ul,pr), and solve for U1 . This is often done

to obtain simipler boindary conditions oir U, than on U. typically homogeneous conditions. The

Navier-Stokes equations become

V.([ 0 + U) = 0, (4a)

([U0 + (-I ), + ( 0 + 1 ).V(0t, + U1) =-V(po + p1)) + rV 2 (Uo + [I). (4b)

Suppose UO and 1,) are a solution of the Navier-Stokes equations. In that case Eq. (4) becomes

V.U1 = 0, (5a)

1 t, + . U7 - [O + UTL = -Vp 1 ± V 2 U 1 . (5b)

Here we choose for U0 the following field:

),) = f(.) S a(qj). r 0 = 6, S (q). 1'0 = 114 ii(t). (6)

Coimpared witi Eq. (2), the only difference is that a function f (.r) replaces . in i1. If f(x) equals
.,. ( .0 is a Navier-Stokes solution arid one can rigorously apply Eq. (5). To allow the use of periodic

conditions for UI in xi we choose ail f function that is equal to .r over most of the [-L, L] interval, say

fro nt - / to 1. but falls to 0 rapidlv at th ends. Eq. (5) is then applied, which means that Uo + UI is a
soluitioni of tile Navier-Stokes equations over the regiotn of interest. E-', I], but not in the fringe regions
[-L. -] and [1,L]. In those regions source terms V.TO and -u 0 .VU0 - Vp0 + VV2 [ 0 are effectively
added to Eqs. 4a and 4b. respectively. Figure 1 is a sketch of the situation.

A satisfactory f function, derived fromn tire Gaussian. is given by

(.-Wr.+ I.)/.r,,+ 0/ i1' _- r t1 .-.rj/.,,,+ x/21'
f(.r) -x - L (7)

C-[I-' ± /,+ /2f' _ l
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Ux = -Vy = S

R-inge , /

-L L

X

Period

Figure 1. Sketch of the conversion of the original problem into a pe-
riodic problem.

x 0 is a parameter with the dimension of a length. This function was designed to be periodic, i.e.,
f(-L) = f(L) = 0, and to be very close to x over most of the interval [-L,L] when xo/L is at least
moderately small; f(x) - x is exponentially small except in narrow regions near the ends of tile interval
[-L,L]. Also, the first derivative df/dx matches from -L to L, and the mismatch in the second
derivative d2f/dx2 is exponentially small (of the order of e 4 2 /o; this was achieved by adding the
V1/2 terms). It is desirable to make f (considered as a periodic function) as regular as possible, to
avoid upsetting the numerical convergence of tile Fourier method.

In Fig. 2 the function f/L is plotted with the value of xo/L that was used throughout, namely
xo/L = 0.07. One can see that f (x) is indeed indistinguishable from x over most of tile interval (if
IxJ/L < 0.8. If(x) - xI/L < 10-'). The "useful length" I is approximately 85% of L. Using a function
of the type of Eq. (7) allows a good use of the available numerical resolution in the x direction (only
15% of the domain is "wasted"). The procedure also makes a good use of the resolution in the y
direction, since the grid is Cartesian and the boundary-layer thickness is essentially independent of x
(see Eq. (2)).

-4-

06 -

T " I I ! 1I V I 1 I

-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1

x/L

Figure 2. Plot of the f function, defined by Eq. (7), with xo/L = 0.07.

Naturally the fact that the Navier-Stokes equations are satisfied in [-1,1) is not enough to justify the
procedure; one needs to ensure that the flow in [-1,1] does not depend on the unphysical phenomena
occuring in the fringe regions. This is true if the streamlines point into the fringe regions with a
sufficient angle to "sweep" any disturbances out of the useful region. The tangent of this angle is
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S l/1', outside the boundary layer, and is larger inside the )oundary layer. In the simulations at

R = 300 this ratio was about 0.25, corresponding to an angle of 140 which is larger than typical

spreading angles for perturbations in a boundarv layer (for instance a turbulent spot spreads at an

angle of about 110). At higher Reynolds numbers the angle was lower (because the ratio L/b, was

kept constant), but when the solutions were examined there was ie evidence that the perturbations

introduced in the fringe regions polluted the rest of the donain.

Note that an alternative to the present procedure, which leads to the convenience of periodic condi-

tions at the expense of noup)hysical equations in the fringe regions. would have been the more coninion

procedure of solving tile Navier-Stokes equations in a finite domain [-1.11. and inmposing "'outflow
conditions" at -1 and at 1. However, these outflow conditions are also nonphysical. they do not rule

out a contamination of the solution. n,1 fbey cal c;11se tromhli in terls of numierical stability. The
procedure just described is equally justified and more conivelielt for the l)resenit flow. antd no stability

problenls were .encountered.

The question arises of how general this procedure is and what other flows, if any. it could be applied
to. It seelus clear that the fringes can serve only as "black holes' where inlorination gets destroyed.
and (-oil]( not be used for inflow conditions as needed, for instance, with a Blasius flow. If nmeaningful
information enters the domain through an inflow oiundary, the procedure wouild prbably not be
adequate. li the present flow the fluid is coming itnto the domain from +-x in tile yq direction, and
carries no information (i.e.. no disturbances). At this time the only candidates we have identified
(after a discussion with L. Kleiser) are the axisynnimetric stagnation point, time rotating-disk flow, or a
combination of the two: these flows have many similarities with the generalized Hiencnz flow. Flows
with incoming vorticity (e.g.. a jet impinging oil a wall) would be very interesting. ])lit it would be
much more difficult to define a base flow U0 that satisfies the Navier-Stokes equations.

In summary the solution field is U0 + U1 . where I', satisfies Eq. (5), U0 is given by Eq. (6), and
f is given by Eq. (7). The lamiinar profiles i. ir, and ir are coniputed by Runge-Kutta fourth-order
integration with typically 32 substeps between the spectral collocation points. A manual shooting
procedure is used to find the initial value of i"' for each value of K. The boundary conditions on (-I
are homogeneous at y = 0 and y -- xc, and periodic in x and z with periods 2L and A_ respectively.

The initial conditions varied from case to case, and will be discussed later.

3. SMALL-AMPLITUDE DISTURBANCES

Linear disturbances were first investigated. The objectives were to check the present code and detect
possible problems with the artificially imposed l)eriodic conditions, to verify Hall et al.'s (9) numerical
accuracy. and also to verify the relevance of a special class of disturbances, introduced by G6rtler (14)
and Hiimnerlin (15). These disturbances are of the form

it S i(q)ciktz d) V' = f 61 S (,I/)i W
-
t) . = Ior- i(q 1) r'"'' (8)

superimposed on the laminar flow (Eq. 2), with c << 1. Later investigators (including Hall & Malik
(10) for their nonlinear work) also used this form, with little comment. In this equation the z- and
t-delndence is justified as usual by the fact that the base flow is independent of z and t. On the
other hand, the x-dependence does not seem justified at first sight. G6rtler chose it for reasons of
"'miatheniatical feasibility" (14). It has the merit of reducing time linear stability equlatiomis to a one-
dimensional eigenvalue problem in terms of i, P, and iT. but it is far from obvious that the disturbances
should inherit the sy ninetry and self-sinilarity of the base flow (compare Eqs. 2 and 8). ('ertainly,
fields of the form of Eq. (8) would not constititte a comnplete basis for the solution of th initial-value
problem.

Figure 3 presents results that strongly support the G6rtler-H'ininerlin method in the sense that
disturbances of the form of Eq. (8) are tile most unstable and therefore the most relevant in a stability
study. We conducted simulations with infinitesimal disturbances (11U1 I1/11', of the order of 10-').
so that nonlinear effects were absent. We nionitored the riiis of the perturbations with respect to ai
average in the z direction only. This rns then is a function of .r. y, and t. We took time maximum
in y and plotted this function for all three velocity comlonents versus x, at selected values of f.
The resolution was 192 x 30 x 4 collocation points in (.r. y. z). implying that only one Fourier mode
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4. FINITE-AMPLITUDE DISTURBANCES IN SWEPT FLOW

In this section we are interested in the characteristics of the turbulent attachment-line boundary
layer. and in relaminarization induced by lowering tile Reynolds number or increasing the suction.
Although the relaminarization occurs in time instead of ,qace, tile phenomenon is very similar to that
on a wing. We wish to determine how low a sweep Reynolds number or how much suction is needed
to make a leading-edge boundary layer that was contaminated by the fuselage boundary layer or other
disturbances become laminar. Since tile turbulence is often subcritical, the boundary layer can switch
from an established turbiflent state to a stable laniinar state at the same Reynolds number. This
relaminarization can be obtained with a "Gaster bump" over a significant Reynolds-number range (3),
but here we limited ourselves to distributed effects, namely those of the Reynolds number and of the
suction parameter.

Only the asymptotic large-time state of the flow is of interest: therefore the initial conditions do not
require special care. Typically the flow was started with finite-amplitude random disturbances, or from
the end state of another simulation (with other values of 1? or K). Like transition, relainnarization
sometimes takes a long time to initiate (hundreds of time units, normalized by 61 and IT-,). but then
it happens rather quickly. All the simniilations, after sufficient time, led to either a well-developed
twrbulent state with the usual levels of skin friction ant turbulent energy, or the laminar state.

Figure 5 shows visualizations of a turbulent solution. It illustrates the aspect ratio of the domain
ued for the turbulmt runs: L = 100b, AZ = 8061. The number of grid points was adjusted according
to the Reynolds nuinlber, to achieve the resolution adequate for turbulent flows : A+ - 20, A+ - 7,
10 points within y+ 9 (13). The sweep flow is fron top right to bottom left; the rectangle in the
middle of the domain outlines the plane of the attachment line. Figure 5a shows skill-friction lines.
Observe their local miandering and their global fanning out away from the attachment line. Figure
5b shows contours of the norm of the vorticity vector in selected x - y planes. It shows the irregular.
turbulent region and confirms that the boundary-layer thickness is small compared with L and A, as
well as fairly uniform in x. The level of activity is also fairly uniform, which confirms that fields of the
type of Eq. (8) would be totally inadequate for a turbulent simulation.

Figure .5. Visualization of turbulent solution. a) skin-friction lines;
1)) vorticity contours.

Some characteristics of the turbulent flow will now be presented. They could be used to initialize
boundary-layer calculations, or t.o calibrate the turbulence model used in a Navier-Stokes method.
Figure 6 shows the friction coefficient Cf as a function of R. It takes values typical of low-Reynolds-
number bondary layers and decreases with R. but more slowly than the laminar C1 , as usual. The
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Figure 6. Friction coefficient vs Reynolds number. - laminar flow:
E R 2 , loss of stability: + turbulent flow (4); * turbulent
flow, present results

sinulatioi results are consistently a few 'W higher than the experimental values of Cumpsty & Head
(4). Figure 7 shows Rj. the Reynolds muiulier based (m the momientum thickness in the z direCtioln
L1d IT., . There the agreement with experiment is excellent. Note that in Fig. 7 Ro increases faster
than linearly with R. Figure 8 shows the shape factor. for which thc agrecment is again very good.
A detailed experimental study of the turbulent flow is luilg conducted bY Professor D. I. A. Poll
(University of Manchester). It will be most interesting to compare our results with his (which have
not yet been published).
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_ l Hi±



5-10

C- L

2Q +

0+

~+o0+ + L

I I' * I * I

200 300 400 500 600R
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R 2, loss of stability: .. ulent flow (4); * turbulent flo%,
present results.

Figure 9 shows the velocity profiles on the attachment line in wail a',its, at R = 300. 4A). and 600.

Unfortunately the )rofiles at R = 600 are not very smooth, suggesting that the statistical sample is
marginal. The I1"  profiles approach the usual log law (with K = 0.41, C = 5), and exhibit a wake
(they exceed the log law in the upper region). Cumpsty & Head (4) showed similar results. Observe
that I'+ is negligible up to y+ of about 100 (the I"' scale was expanded by a factor of 5). The wall
region is essentially unaffected by the divergence of the streamlimes (OU/Ox > 0); and even for large
y', V is still much smaller than TV.

0

CV

+y

2 10+ 100

Figure 9. Mean velocity profiles on attachment line. Upper curves
W+; lower curves -5 1"+: R = 300; - - - R = 450;

-- - R = 600. ... near-wall law (11+ = y+) and log law

(W = log(y+)/0.41 + 5).
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The relanfinarization Revnolds num)er R, is shown in Fig. 4. As was done for R.z. brackets are
given for each value of K. At the high end of the bracket, turbulence was sustained for a long time
(hundreds of time units. nornialized by b,/ 1'< ). At the low end. the flow was observed to relatninarize.
even when the initial condition was a well-developed turl)ulent flow at a Reynolds number 50 units
higher. Lowering the Reynolds number y 50 seems gradual enough not to put the solution out of the
basin of attraction of the turbulent solution, if it exists. The )racket obtained witout suction (K = 0)
is [250.300] and comnpares well with the acce)ted experimental values which range from about 220
to 280 (3. 4. 5). The value most often quoted now is 245. which is slightly outside our bracket. The
siioi;tions ma* produce itarginally higher values than the experiments because the surface is perfectly
siiooth, and the inc(omninig flow is com)letely free of disturbances. We also observe that suction lhas a
much weaker effect on R 1 than on R,. This was predicted by Hall & Malik from limited evidence (9).
and has important implications for Lamiinar Flow Control. Given only the linear-stability results. one
would overestimate the beneficial effects of suction oit a contanminated boundary layer. Hall & Malik
also predicted that with significant blowing the instability would not be subcritical any more. Indeed.
the brackets (of width 50) we obtained at K = +0.4 were the same for R, and R,.

5. FINITE-AMPLITUDE DISTURBANCES IN UNSWEPT FLOW

XVe attempted to verify the conjecture that the simple Hiemenz flow (F = 0, K = 0) can sustain
finite-amplitude disturbances even though it is widely believed to be stable to infinitesimal disturbances.
Recall that this flow is characterized by only two parameters. S and v. The sweep Reynolds number
R is 0 and there is no other nondimensional parameter. This conjecture is of great academic interest,
is somewhat supported by experiments (e.g., 6) and numerical work (7), and is clearly formulated
by LH. Our attempt failed, which constitutes evidence against the conjecture but does not definitely
disprove it. Although we have no tangible results to show, tle conceptual difficulties in investigating
such a conjecture, the different approaches that were tried, and the controls, are of interest and will
be discussed in this section. Essentially, we assumed that a steady (at least statistically steady) state
exists, and attempted to find initial conditions that led to it.

The first point is that, in many cases, rigorously proving that a flow is stable is close to impossible.
This is because it takes only one amplified mode to make a flow unstable. Usually stability studies
consist in surveying a parameter space, for instance Reynolds number and wave number, searching for
amplified modes. If one finds such a mode, the flow is unstable. Otherwise, one 'an only report that
no amplified modes were found; a more extensive or detailed survey might have turned up an unstable
mode. This problem exists in both linear and nonlinear stability studies, and is compounded in the
latter since the amplitude is an additional parameter and the separation into Fourier modes cannot be
made. The only rigorous proofs we are aware of for stability (linear and nonlinear) of nontrivial flows
are based on energy arguments and limited to very low Reynolds numbers, usually less than 10.

When a nonlinear state of a system is not accessible through a linear instability, a possible method
to reach that state is to find a hysteresis loop that connects with it.. There is an obvious candidate for
the parameter of the loop: the sweep Reynolds number R. In §4 we described turbulent solutions with
R? > 0, and one may hope to gradually lower i? to 0 while keeping the turbulence active. However we
found in §4 that the turbulence collapses long before R reaches 0. This suggests that the disturbances
in the state we are trying to reach are of a different type than the ones in the swept flow. This is not
surprising since a key issue is the ability of the disturbances to extract energy from the mean flow. The
dominant couponent of mean shear is in a different direction in the two flows, so that the turbulent
structures would at least have to reorient themselves.

Another method is to use finite- or even large-amplitude random disturbances in the initial con(dition.
It has the merit of stimulating all the ntodes of tle flow. and has been our standard method to start
turbulent simulations. Ve tried it here without success: the disturbances always decayed. Various
amplitudes of the randonm numbers were tried. The other parameters were the grid spacing and the
period A,. For those we used the same values as in the turbulent simulations of §4. Therefore the
grid was fine enough to support fine-scale motion if it appeared, antd the domain was large enough to
contain large eddies, of size many times 61. This domain was also large enough to contain the least-
damped linear mode. One may expect the nonlinear state to be related to this least-damped mode (7),
although there is nio proof that it "'uist be. In any case, the flow never settled to a state other than



the laninar flow.

Another attempt was made, based oln tile idea that tile (listurbance needs a long time to find the
optimum shape which allows it to sustain itself. In order to let the disturbance find this shape and
remain at a nonlinear energy level, we solved the equations with an artificial device that boosted the
energy back to a prescribed level at every time step (simply by multiplying the (listurbance field Ll by
an appropriate factor). If this scheme were successful we would find that with an appropriate energy
level and after a sufficient time the disturbance would not need the boost any more. We could then
suppress the boost and continue the simulation with the true equations. The energy level was varied
within a range, of the order of Stv, the only energy scale in the lroblem. This attempt failed too. in
the sense that the disturbances always needed a positive energy boost. When the boost was removed.
the flow reverted to laminar.

Our conclusion for this part of the work is that the nonliuear instability of the Hieim'nz flow is ai
elusive phenomenon to say the least. It is entirely consistent with the recent experimental investigation
by B'ittelher (16). The argument that streamlimme curvature should cause an instability is not very
convincing, because most of the curvature is found in the irrotational region, over the boundary layer.
\Without vorticity, the curvature cannot even be described as concave or convex. Naturally, we cannot
assert that another method of generating the initial condition or another value for a parameter (box
size, energy level, and so on) would not have led to the nonlinear state. However our evidence so
far is that this state does not exist. In that case we need to explain why our conclusion- differ from
LH's. First note that they observed a destabilization and an exponential growth of their system over
a threshold, but did not find a fixed point with finite amplitude. They stated that that fixed point
was "beyond the scope of their analysis". The fact that their solutions grew beyond bounds suggests
that the kinetic energy may not have been well controlled (Galerkin methods conserve energy only if
one uses the inner product associated with the energy: they used a different product). These remarks
suggest that LH's truncation was just too severe and that the present study, thanks to the vastly
superior computing power at our disposal. is more reliable.

A final remark about the behavior of upstream disturbances. Aq y --+ o0 the method implicitly
assumes a relatively slow exponential decay of the velocity disturbances (the slowest being e- y /L ) but
a rapid exponential decay of the vorticity (at a rate -y/yo where yo is typically 261). This results from
the design of the numerical method (11). Still, the last collocation point, is typically at y 1461, many
times the thickness of the boundary layer. In assuming aii exponential decay we are following Wilson &
Gladwell (8) and LH (Giirtler (14) and Himmnerlin (15) had assumed algebraic decay). Essentially. we
wanted to exhibit disturbances characteristic of the attachment-line boundary layer, not disturbances
inherited from the incoming flow and algebraically amplified by the strain field upstream of the body.

6. CONCLUSIONS

The -apability to conduct direct simulations of the flow near the attachment line of a swept cylindrical
body, by nuerically solving the full Navier-Stokes equations, was developed. Laininar. transitional,
turbulent, and relaminiarizing solutions were obtained, some with wall suction. From an academic
l)oint of view the main results are the validation of the G6rtler-Hiiminerlin form of disturbances for
linear stability studies (Eq. (8). Fig. 3), and the evidence that the unswept version of the flow is not
only linearly but also nonlinearly stable (§5). In the swept flow, the boundary layer is either lamiinar
(and stable if R < 583) or fully turbulent: intermediate saturated states were not found (§4). From a

practical point of view, the main results are the calculation of the relaninarization boundary, Reynolds
mimnber vs suction larameter (Fig. 4), and the analysis of the turbulent boundary layer from R = 300
to 600 (Figs. 6 to 9). The agreement with experiment is very good. Further investigations of this flow
will probably introduce other effects like curvature, roughness, freestream disturbances, and especially

compressibility.
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ETUDE DE LA TRANSITION ET DE LA CONTAMINATION DE BORD D'ATTAQUE SUR AILES EN FLECHE

par
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RESUME

On 6tudie expdrimentalement les diverses formes d'apparition de la turbulence dans une couche limite

laminaire incompressible sur aile en fl~che. La transition est ddtectde A l'aide de films chauds coll~s
sur la maquette. Deux s~ries de mesures sont pr~sent~es :dans la premiere, les capteurs sont places le

long de la corde et l'enregistrement des signaux permet d'analyser les probl~mes d'instabilit6 longitudi-

nale, d'instabilit6 transversale et de contamination de bord d'attaque. Dans la seconde s~rie d'exp~riences,

les films chauds sont r~partis le long de l'envergure, pros du bord d'attaque. La contamination de bord

d'attaque est 6tudi~e en d~tail et les possibilit~s de relaminarisation sont examinees.

EXPERIMENTAL STUDY OF TRANSITION AND LEADING EDGE CONTAMINATION ON SWEPT WINGS

SUMMARY

This study is concerned with an experimental investigation of the transition mechanisms in an incompres-

sible laminar boundary layer developing on swept wings. The transition is detected by using hot films glued
on the model. Two series of experiments are presented : in the first one, the sensors are placed along the

chord and the instantaneous signals allow us to analyse the problems of streamwise instability, crossflow
instability and leading edge contamir.ation. In the second series of experiments, the hot films are glued
along the span direction, close to the leading edge. The leading edge contamination is studied in detail
and the possibilities of relaminarisation are examined.

I - INTRODUCTION

L'aile en fl~che d'envergure infinie repr~sente le cas le plus simple d'un 6coulement tridimensionnel.

Comme le montre la figure 1, on d6finit g~n~ralement deux syst~mes de coordonn~es : l'un (X, Z, y) est li6

A l'aile, l'autre (x, z, y) est li6 A la ligne de courant extdrieure. Dans les deux cas, la direction y est

normale A la paroi et les autres coordonndes sont mesurdes sur la surface de l'aile ; c'est ainsi que X

repr~sentera l'abscisse curviligne le long du profil, compt~e A partir du bord d'attaque g6om~trique, per-

pendiculairement A celui-ci. Les composantes de la vitesse moyenne sont not~es (U, W, v) dans le rep~re

(X, Z, y) et (u, w, v) dans le repare (x, z, y). Les profils de vitesse u(y) et w(y) sont respectivement

appel~s profil longitudinal et profil transversal. A l'ext~rieur de la couche limite, on a we  0.

0 . Z

/ 0 Ligne decorn

Fi. - Gdometrie et notations

Sur une telle g~om~trie, l'hypoth~se fondamentale eat que les ddriv~es dana Ia direction de l'envergure

Z sont nulles, 11 en r~sulte que is composante W de ia vitesse ext~rieure eat constants sur touts l'ails

et gals A Wf = 0 sin (voir notationa ur la figure ). Si la distribution u (X) et connue, par exemple

I'aids de mesures de pression statique, on peut en d~duirs la distribution U (X) par ls relation:

e



U2 (X) t o
2
l(X) S (( ill I#2

e e

Enl t itildo partliit, on petit d/tuotttrer 'ue lai report [tnon IU(X es cello quo t'on auralt sur une alle
sanis t I che p lac/o Juts uin /0001enet do vitoss I, Q,( cos9 .p Enl jarttcolier, U e= 0 le long de la ligno

do artgelige te courait particuli/ro qui soaoles 6couloments A l'oxtrades et A J'intrados.

Mdne si ['aite on ftloce d'ottvorguro ititinie cottstituo uric gtum/trie simple, les processus de transition
potivont s'% rove r notablontent plus CO'ttttp oxs uo dons tos conf igurat ions bid imensionnol los. En effet, la
turbulence Pouit y appaLritre par trots mc'canisinos duff/rents I 'iosrabilit6 longitudloale, l' instabilit/&
transversile et ta c',ntominatiun do bard d'attoque (voir los articles do synthdse do POLL. /1/, ARNA. 121,
SARIC et REEJ /31/ par oxomiple).

t.'intstabiir/ tongitudinilo est ti/ o ux propri/tds des prufils tongirodinaux u(y). Comme ces profits
rossemblot oux profits do FAI.KNER-SNAN classictues, cite ost somblablo A cello des /colemnt bidimensiun-

tls ot provoqUe surtout des transitions on 6coulomont iatonti. Par contre, la presence ioevitiblo d'uo
point d'initoxton soir lts profits trrnsvorsaux w(y) pour reniro ceux-ci trds instables dans los regon o6
its so ddvolopponit to plus roptdotttnt, c ost-a-ucire aul voisinago do bord d'attoqoo. Les transitions do typo
transversal so roocontroront dono essentielloment dons des 6coulements acc/l~rds.

D'ott point do Vsac protique, is pr/vision des transitions longitudinoles et traosversolos pouit s'offoctuor
A l'aido do crit/ros simples /4/ 00 en utilisant la tb/onie liodarisde de l'instabilitd laminairo. Cotte dor-
io ,-roe tecitnlIttue CtnSIStO A calcotor l'amplificatton des frdquonces instables ot A placer La transitionl tb/u-
riquo so paint ott la I rdq-ionco Ia plus dangerouse a 6t6 ampt [tide dans on rapport en, ovoc it 'v 7 A 9.

Le troislomo mo~canisme do transition onomere plus bout, la contamination de bord d'attsctoo, ext de nature

tttkt a fait ditfe'rooto. Roprenn t'oxempto simple d'ono silo en fl/ cte. Si cello-ct so troovo solidaire
d'ulne sortoco sulido- (fuselage, paoe do soofflerie), la turbulence convoctee sor cotto parot pout so pro-

pagor lo I ng do la ligno do partago ot, lo cas dobdant, rendre l'aile compldtemont torbolento. Ce pb/no-
motto, ossontijol mont non ltincairo, ext ott exomplo do ce quo MORKOVIN a appeid6 on "bypass" /5/, en cc sons
qu'll no peat Attn_ trairtt par Ia tb/uric do l'instabilitd6 laminairo. Enl incompressible, l'exp/rionce a
woTtt rci qu I'oppar it ion do Ita contamination reose sur [a valour d 'on nombre de REYNOLDS k ca Iculd sun la
Iigito doe portage W rj

R _ (2)

et ' d/stgttent rospocrivemont la viscosird ciodmarique et oine tonguour caract/ristique ddfinie par

r= (v/k) 1/2 avoc k = (dU /dX)x (3)

o,6 X ext t'abscisse do ta tigne do portage. De fawon gdndrale, k ext lid au rayon do counbore local do

t's~o. 11 ressort d'-,o grand nombro d'expdriences quo xi R reste infdrleon a z45, la turbulence provonant
do Ia parni s'amortit ot disparalt plus oo momns vito lo long do la ligne do partage. Sinion, il y a conta-
mination :an observe on- socroissemont do ta tattle des structures torbolentex qoi finisse,t par- occoper
tout Ie bard d'attaque. Co crit/re szimple, uttlixd par PEENNINCER dds 1965 /6/, a 6t6 largo-mont vdrifid
dopois (GASFER 17/. CI'MPSTY-HEAD /8/, POLL /9/ par oxomple).

Cot article pr/score doox series d'expdrioncex rdalixdes dans -Lox soufflorior Ft et F2 do Centre ONERA
do FAUCA-MAUZAC, attn do tester los mdtbodes do calcol do la tran~ition sur alos on fi/che. Cants la pro-
mioto s/ rio deomosures, offoctules sor oine aile Ai bond d'attacjoe cambr-6 (soofflerie F2), los itroix formes do
transition ont 6L6 /rudi'es. A t'oiccasion de In seconde s/rio d'expdrioncos. -n a plus spdcialemont analys6
sor oine autro alo, ptac/o dans to soofflerie Pt, los problomex ca contamination do bord d'attaqoe et do re-
laminahsatioe /venieolc.

2-EXPERItEM ES SURH AILE A BtiRt D'ATITAOUlE CAlIBRE (AIt.E N' 1)

Z.t. Montage experimental ot mtoos doe mesuro

Ces oxp ,r I nc-s at ott' monves dons la snuff torte F2, dont la veino d'essais a one section do t1,4 m x
1, 6no t onet( longuour doe 5m. (Oi en troaivera dans /1'1/ oine description ddtaitlde. t.'dcoulement est cr/A
par an vontilatcor a pi;,Ios fixes et vitosso varalotti rerme ttant do balayer tinle plaigo do 0) A t1ll ms

t
1 dans

t soinc. ILe taos do talrbuleot~o ost/riotiro ost inf~r iotr Al 0,1t pour cent.

L~a mattiotre t ttr,c lit to! tirot it ONERA 1), di' cordo C netrmate sol bord tl'ttaque Agate ii 0,3 m; etlo
os t mooi'L n bo. d'at tique cambr;- on tro 0 et 2(1 pttur cent do cordo . Isa pr/s-:c do cc betrd d 'at taque
tiee'doit /':idemirent 'i dos d istribttitors doe press ien trds di ff/rentes do cellos obsorvees suir oin profit
ONENA 1) e: tisi ltt. ['ilo est fix/c sur lioe moitiA do fusologov, Iti-midme Atant f ixd sur I'tine des parois
sort VI,. do to soitte. to i igtro 2 dottne tto sule det pretftl, aittat t1 T 'tir sttima ti mttttttigo ox,irtmotttal
en eit,.

Fri, typts doe mervs(ttt vto- uci'ttios : distribtiolets (t!c to prossittit tiriottito, visuolic (ns ptar

* .c co at tinlysc dito; s igotets dot (evr/s par dcL IiTI t't's etoues. DiI inms Chltdststit 6t6 itit 1 stir to
matetttc ontro 2,5 ot 86 poeur c ent tI(- rile et bitus sigttaio ot kt6 etirgistr-s ptour ott grand tiombrL. tIe

* etbitaisrt&tic trotis p.iraimntrc : i , ,t et ' , respctit vctttott angle do t i-che, angle din t iti-itto g6,mt ri-
(tIl o~t Vitosso Tttltn'qitlt rle t - lelotit titits l.i seine. oes positiotis It's films ttiauets sottt ittdttiioes Sutl
la fieloire 2A : uloe nt dvdise tit' o a eit (ser tt's inteato ieis ttrc catttotrs sAsitis. oetto it-

sette 1' interf'rtttt, p~irisiteo; a ot otI tt2it comp,rtru It's pitions, de trunis n duIotitti's par le,
Iit'; a cii; Lt pair los isonI is itttns ,iarik'aies :le s riA'oit, a se seait ri'lt

t
s ittiti qotos
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x films chauds

Axe veine

b) Montage en veine
-. %!0 7taye exoerinenta1 doa la souff~erie F2

2.2. Configurations 6tudi~es

Trois angles de flikhe ('0 = 49, 55 et 61') et quatre angles d'incidence g~om~trique Co ", 0, -2, -4

et -80) ont 6C 6tudi~s. Des distributions typiques de la vitesse ext~rieure sont donn~es Sur la figure 3.
A cause de la pr~sence du bord d'attaque cambr6, les courbes pr~sentent une 6volution con,pIexe dans la r6-
gion de gradient de pression n~gatif.

Ue/UM (= 02

55e 60 Fi g. 3 Exemp les de distributions de

v0.51

2.3. R~suitats avec instabilit~s longitudinale et transversale

L'analyse des r~sultats a montr6 que, dans un grand nombre de cas, la transition se produisait sous
leffet de l'instabilit6 transversale.

En guise d'exemple, la fig-re 4 montre l'6volution de l'abscisse de transitionXT en fonction de is vi-

tease Q, , pour I = 490, ot -2'. Lea donnees experiinentaies sont comparees aux previsions deduites de

- CalcuLs laminaires

o Expirience

XT/C dicoltement 0 c=Q.C

t
Fig. 4-Evolution dle 1 'abscisse de

trnito en fonti, de _ 0,

(rnito en= 4 onti, de = ~ 0,5

Comparoison aux reaaltats des 000
crit.~res de transition .gtransversat

0 -
0 12 3 -. 1O Pc
o 40 80 120 -*Q.(ms")
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l'application sipar~e de crit~res de transition d~velopp~s au CERT/DERAT /4/. Le crit~re de transition lon-
gitudinal constitue une extension de celui d~velopp6 par GRANVILLE ; il se traduit par une relation analy-

tique de la forme

ReT-R e ~f(A 2, TO) (4)

R6 est le nombre de REYNOLDS form6 avec l'6paisseur de quantit6 de mouvement du profil longitudinal,

lea indices T et cr d~signant le point de transition et le point de d~but d'instabilit6. A 2 est un pars-

.n~tre de gradient de pression longitudinal (paramoitre de POOOLHAUSEN moyen) et Tu le taux de turbulence

exterieure.

Le crit~re transversal est une corrdlation empirique entre deux param~tres int~graux pris au point de

transition :le nombre de REYNOLDS transversal R6,, = - - f wdy et le facteur de forme longitudinal H.
I V

Dans la r~gion o6 ld6coulement eat fortement acc~l~r6 (Y/c <C 0.25), les r~sultats du crit~re transver-

sal sort en bon accord avec les mesure . Cependant, pliis en aval, o6i 1'6cculement est lalenti, lea films

chauds ddtectent des transitions que lea crit4res ne retrouvent pas. Comme l'indique la figure 4, les points
de transition d6auits du crit~re longitudinal se situent bien en aval des r~sultats exp~rimentaux. La dis-
cussion de ce prubl~me peut tre envisag~e sous deux angles:

a) Les criteres ont 6t6 6tablis & partir d'exp~riences j6i la transition r~sultait d'instabilit~s fran-
chement longitudinales (direction x) ou tranaversales (direction z). Il se peut qu'entre 25 et 90 pour cent
de corde, lea directions lea plus instables 6voluent progresaivement de la direction z A la direction x.

Seuls des calculs de stabilit6 rigoureux, associds A la m~thode du en, peuvent alors pr~dire ces transitions
de type interm~diaire. Une telle optique a 6t adopt~e par CEBECI et al /11/ et lea r~sultats auxquels elle
a abouti sont pr6sent6s dana un autre papier durant ce congres.

b) La thdorie classique de l'instabilit6 lin~aire, ainsi que les crit~res semi-empiriques, aupposent qu'il
n'y a pas d'interaction entre lea instabilitds longitudinale et transversale. Or, certaines recherches th~o-
riques telles celles men6es par H. REED /12/ ont montr6 que lea ondes stationnaires r~sultant de l'instabi-
lit6 transveraale pouvaient multiplier par deux les coefficients d'amplification des instabilit~s longitu-
dinales et, de ce fait, conduire a des transitions prematur~es. Bien entendu, ces probl~mes d' interaction
sont tr -s difficiles A prendre en compte dana lea calculs de atabilit6. On peut les introduire de faion
empirique dana le crit~re longitudinal en modifiant, par exemple, le param~tre de gradient de pression par
une fonction du R6 2 Un tel travail a 6t6 effectu6 au CERT/DERAT et a conduit A une am~lioration des pr6-

visions /13/. Toutefois, le nombre r~duit des mesures disponibles pour 6tayer cette modification interdit
de titer une conclusion d~finitive.

2.4. Rdsultats avec contamination de bord d'attaque

Dana cette s6rie d'exp~riences, on a suppos6 que la contamination de bord d'attaque apparassait d~s
que des fluctuations turbulentes 6taient d~tect~es sur le film chaud amont, toujours plac6 en X/c = 0,025,
bien que l'abscisse X Pde la ligne de partage vanie sensiblement en fonction de l'incidence.

La figure 5 montre des exemples de signaux Instantan~s obtenus pour I 550, a = - 80 et deux valeurs
de la vitesse Q,,. Pour chaque valeur de 9., lea aignaux d~livr~a par lea dix films chauds ont 6t enregis-

tr~s simultan6ment. Lea mesures de pression parietale indiquent que la ligne de partage se situe en x/c 0,05.

z' (Echetle arbitrolire) X/C z' (Echelte arbitraire) XII

I K F m r-~~- 0.025 H 70.2
0.15 0.15

0.--------------------

R, 0.25 0.25
_____------------

-- ~~~- -~.._ _ ---------

0.35 f ~0.35

C. CC

C'.~~~p UP. C ?C C^ .
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Poor I,1 Plus faible vi tesse(( 33 msI, figure 5a) , la rdgion dii bard d'attaque rest,- laminaire , mais

onec graiide partie de l 'ait o st "contominde' par des spots turbulents provenant de la zone de jonction entre
Il'iite ct le fuselige. Urac interpr, tation schdmatique de ia situation est donn~e sur la figure 6 :des struc-
tures tur,,uloiites saint creocs i I'emplanture par la couche limilte turbulente du fuselage ; comme le R est
trop aib to, ot los no pouveat se developper to long de la ligne de portage, mais celles qui sont convect6es

i~long de Tia ligne de Courant extdrieure soat rep~rdes par los films chauds situ~s en aval. On observera
ausi uo ces enregistromonts pormettont do suivre la signature do spots individualisils dons la direction X.

Copeindant, comae UI' Ligne do courat extdrioure ost Li peu pr~s porpendiculaire 3 la rang~e des films chauds,
il a 'a pas dtg possible de calculer la vitesse de convection des spots. Sur les enregistrements, on remarque
encore quo Ie ddbut d'un spot est souvoat repdre plus t~t soc le film a quo sur le film (n-1) plac6 en amont,
co qui po ut sembler paradoxal. Uao fois encore, 1a diffdronce eatro la direction do d~placement des spots et
l'orion .tation do Ia rangdo des films chauds pormet d'expliquer ce phdnom~ne par exemple, sor la figure 6,
le spot dans 1'3tat 2 eora ropdr6 sur le film chaud 9 avant do 1' tre, dans l'etat 3, sur le film chaud 8.

'-or-quo la vltesse dons la voine crott do 33 zi 35 ms-
1

, Ie nombre de spots turbulents augmonte rapido-
-iat cdes bjou:fLcs tairbalon-tes opparaissont A Ia premi~re station. Dants ces conditions, le noiebre do
R EYL.n , ost igal 1 276, co qul sera consid~re comic la valour on d~but do contamination.

Lcontauninat )n do bord d'attaque a po itre obsorvgo pour cin~q sotros couples ( kf , ui). Los premi4ros
fluctuations turbulouites soar ddtectdes sur le captour amoat pour R D = 258 *18 et la ligno do portage est

cornpli ornent turbuloato pour R1. =309 '12. Los voleurs sont on boa accord avoc cellos trouv~es lors d'6tu-
des anltorlouros.

Aspots venant du bord d'atta~mue

*transition "natUretle*

ETAT:I

critere **

I transversal

3 L

20 40 n 0 4-0

-~~ = 245 R =245

En fait, Iai contaimination pout apparaltre do ta,;on diffr, vont los cas. C'est ce quo montro 1a
figure ", stir laquollo la position do ia transition est trai ,e PauL deux configurations expdrimentalos on
forction do la vitesso 0, . (La position do transition ost prise A l'abscisse longitudinale o6 sont care-

4istr~es los promi~ros fluctuations torbulontes). Pour %P = 55' et a = - 8' (c'est le cog correspondant
Aux s ignaux preseirtds sor Ia figure 5, XT romonto tr&,s rapidemont do bard do fuito mu bard d'attaquo, sans
qie so soieat mai.,nest6es des instabilites longitudinales oti transversales. La situation est plus complexe
pour %P -W, t - -". Iorsqoo Q, crott do 40 3 65 ms-

1
, la transition so ddplace Ia ntement do 31) 3 20

poor cent de cordo o lle est provoqu~c par l'iastabillte transvorsale, cumme le montro l'application do
critere transversal. Aux vitessos plus 6lov~es, R dovient sup~rieur A 245 et la contamination do bord dVat-
taqlue so manifesto. Cecl conduit h one situation complexe o6i deux m~canismes do prodikction do la turbulence
sont simultan~ment pr~sents. La exomplo do cette situation est donn6 sur la figure 8, o6i la vitesse Q_ est

L~giirement laf~rieure a celleo6 apraralt la contamination. Des spots turbulents scat d6tect~s en Xlc = 0,15
ils sunt produits pr~s do la ligne ao partage a0 voisinoge do la junction aile-fuselage. Aux stations sui-
vantos, On observe tin muliange entre les spots provenant do ta ligne do portage et coux r6sultant d'une tran-
sitio)n par instabilit6 transversale.

Au coors de ces oxp~riences, on s 'ost uniquemont intdress6 au d~veloppement do la turbulence dons la
direction X. Dans one soconde senie do mesures, d~crlte au paragraphe suivant, l'atrention a 6 6 focalis~e
sur Ie d~voloppement des spots en envergure, dans 1a r~gion vuisine do bard d'attaque.
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3 - EXPERIENCES SUR L'AILE N
° 
2

3.1 Montage experimental

Une seconde srie d'exp~riences a 6t6 rdalis6e dans la soufflerie F1 du Centre du FAUGA-MAUZAC sur l'aile
dite "hypersustent~e A flche variable" de la Direction de l'Adrodynamique de l'ONERA. Une coupe du profil
et un schema du montage de la maquette dans la soufflerie sont donn~s sur la figure 9.

La veine a une longueur de 10 m. En sortie du convergent, sa hauteur est de 3,5 m et sa largeur de 4,5 m.
La soufflerie est animde par un ventilateur axial A vitesse constante et A pas r6glable, de sorte que la
vitesse dans la veine peut varier de fagon continue de 0 A 100 ms

- I 
environ. L'installation fonctionne i

tempdrature ambiante, mais la pression g~n~ratrice peut stre r~gl~e entre I et 3 bars (voir /14/).

C=0,5 m

a) Section du profil

N2 pression

400 7

4.b)

bi, .'!ont'zq n ic
- .s - 4'it.9gc 7xpdPrincn ta dana, ., ,oouff~crtie i
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La maquette est essentiellement constitu~e d'une aile Canstruite sur le profit de base RA16 SCI, except6
entre X/r = 0 et X/c = 0,20, o6t un bard d'attaquv AMD-BA est utfiis6. Eile est munie au bard de fuite d'un
valet braqu6 At [0' pouir toutes lvs exp~triences (figure 9a). La carde c est canstante et 6gale At 0,5 in. Avec
tin angle de fltrhc q Stga[ Sl -400, 1'extrtmit6 sup~rieure de l'aile se situe St 2 m au-dessus du plancher.
La maquette est 6quip~e de huit rang~tvs de prises de pressiun statique r~psrties en envergure ; lots des
d~pa'UilleMentS, seutles [vs rangdvs des sections 2, 4, 5, 6 et 7 ant 6t6 utilis~es. Leur emplacement est re-
p~rd stir Ia figure 9b ; avec = -o0', ces rang~tes sant parall~es au plancher de la veine.

jars du la quaification de la soufflerie, des sandages die couche [imite ant 61: r~aiis~s en divers
points de la veiny d'vssais. Sur le plancher, au paint dve fixatian die is maquette, an a mesurt des prafils
d, rauche limite turbulente ciassiques, aver une epaisseur physique vaisine de 10 cm dans la gamme des nam-
bres de REYNOLDS rencantres dans cctty cttudv. Dons l'axe de la veine, le taux de turbulence ext6rieure est
dv 1lardrc tie 0,1 paur cent.

3.2. MavenIS d MeSUreS- Configurations 6cudi~es

Caunme pour l'tude prcrdente, les films rhauds constituent l'autil essentiel de d6tectian de Is tran-
sition. Les signaux instantanis d~tlivr~s s tmuitanesment par huit capteurs sanL enregistrds dv fa(;an analagi-
qu,, puts nUrneris~s ati trairts su centre dve calcul du CERT.

Huit configurations, num~ratctes de A St H, ant 6t6t 6tudi~es. Le tableau 1 danne, paur chacun des cas,
les valeurs dv 1'angle de fl~che 19de l'incidence g~am~trique a et de is pressian g~n6ratrice P.. Les

configuratians A, B, C carrespandent At une incidence narmale ai = /casi9 de 3,26' (cas dits "At faibile
incidence'), les cinq sutres canfiguratians carrespandent St tn n= 13,05' (cas dits "A farte incidence").

3.3. Distributians de pressian - Ligne de parrage

La figure 10 danne des distributians du caefficint de pressian Kp paur deux cas typiques at faible (css B)
ye t farte (,as H) incidence. Les mesures relev~es sur les sectians 2, 4, 5, 6 et 7 sant trac~es en fanictian
de X/c, ao6 X est l'abscisse curviligne mesurge sur le prafil At partir du bard d'attsque g~am~trique. Par
canivention, les valeurs de X pasitives (respectivement n~gstives) sant assci~es At l'extradas (respective-
ment 5t l'intradas). L'smplificstian de la painte de survitesse at l'extradas larsque t sugmente est parti-
culi~trement spectaculaire. Le paint ao6 le Kp atteint san maximum, th~tariquement Stgal At cas'ip paur une
sule infinie en fl~tche, rep~tre is ligne de partage.

-Kp -Kp

t SECTION t SECTbON
0

2 5

a 5 5
4 o 6 4 o 6

13 7 0 7 1

2 2A

Intrados Extradas Intrados * 0 Extrodos

egx

0 0 il

0 l k@onX0 so 0.* aBu

0 X/C.. 1 -1 0 XIC,,,~
i gne cE partoge ligne de portage

A partir dve ls mesure dv Kp, an a pu calculer i'6valutian de la vitesse u e ), puts, a l'aide de ls re-

lation (1), la distributian Ue(X), projection de la vitesse ext'rieture perpendicuilairemenL au bard d'atta-

que. Les 6valutians dve Ue/. en fanctian dv X/c sant trac~es sur ls figure 11 paur les deits cas cansid6r6s

sur la figure pr~ic4dente ; setules ant 6t6 repurt~tes les mesures dans ls r6gian du bard d'attaque et les
vitesses St lintradas ant 6t6 affect~tes du signe mains pour mieux visualiner la ligne dv partage (U. = 0).
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Ligne de portagea

~ ~ _________-1
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FL: -'stribution de la Vitesse normale au bord d'attaque au voisinage de
la ligne de partage

II apparalt que les r~sultats obtenus aux diff~rentes sections ne se regroupent pas tout a fait sur une
courbe unique et que, de ce fait, l'abscisse X de la ligne de partage 6volue quelque peu suivant l'enver-
gure (zone hachur~e).

3.4. Premi~re s~rie de mesures par films chauds

Comae le montre la figure 12, relative aux cas G et H, huit films chauds ont d'abord 6t6 coll~s le long
du bard d'attaque de l'aile, A environ deux pour cent de corde de part et d'autre de la ligne de partage
d~termin~e par lea aesures de preasion. Les films num~rot~a 2, 4, 6, 8 sont situ~s c6 extrados, lea films
num~rot~s 1, 3, 5, 7 sont situ~s c6t6 intrados. Sur la figure 12, la position en envergure des capteurs eat
rep~r~e par rapport aux lignes des prises de pression statique. Lors du collage, lea films chauds ont 6t6
orient~s de fagon A ce que l'6l6ment sensible soit a peu pr~s perpendiculaire A la ligne de courant exte-
rieure.

Pour chacune des huit configurations 6tudi~es, un balsyage progressif en vitesse a AtA effectu6 de fa-
gon A rep~rer avec pr~cision le d6but de la contamination. A titre d'exemple, on montre sur la figure 13
les signaux enregistr6s dana le cas H pour Q.~ = 35, 61 et 64 ms-

1
. Pour la plus basse vitesse (figure 13a),

seul le film 1 pr~sente des fluctuations de type turbulent .ces fluctuations sont 6mises par la couche li-
mite turbulente du plancher, dana laquelle le film chaud se trouve plong6. Pour Q_ - 61 ms-1, de nombreu-
sea structures turbulentes, du type "spot", sont observ~es sur le film 2 ; leur nombre diminue sur lea films
3 et 4, puis reste constant :on assiste seulement sur lea films 4 A 8 A un 6largissement de ces spots, qui
peuvent d~sormais se d~velopper le long de la ligne de partage :c'est le d~but de la contamination de bord
d'attaque. (Attention a l'interpr~tation de ces signaux :par exemple, on compte sur Ie film 8 deux spots
de plus que sur le film 6. En fait, lea deux spots de gauche sur le film 8 sont au -. passes sur le film 6,
mais ant~rieurement au d~but de l'enregistrement). line augmentation de 5 % de la vitesse Q_, (61 Ai 61, ma' 1

)
conduit ensuite a un accroissement tr~s rapide du nombre des spots, comae le montre la comparaison des fi-

Ligne de portage --------

/ // 
ig. 1 -Positions des 

films ahauds et des lignes
------------ 5de prises de pression

N9 Films N2 pression
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gures 13b et 13c. A 95 ms-
1
, tous les signaux sont enti~rement turbulents.

On a ensuite proc~d6 au calcul de Rk en d~but de contamination A l'aide des relations (2) et (3). Le
point crucial r~side dana l'estimation du param~tre k =(d U IdX) en X - Xp. La figure 11 illustre en effet

la difficult6 d'obtenir un calcul pr~cis du gradient de vitesse autour de ls ligne de partage, ce gradient
variant d'ailleurs quelque peu le long de l'envergure. Apr~s lissage des points exp~rimentaux, on a pris
pour k une valeur moyeane sur les cinq sections oci la pression a 6t6 mesur~e. Le debut de contamination a
ainsi 6t6 rep~r6 pour RD= 251 t 11, le bord d'attaque 6tant compl~tement turbulent pour R F -318 ± 22.

Ces valeurs sont trs voisines de celles trouv~ea dana la premi~re s~rie d'exp~riencea.

Dana [a majorit6 des enregiatremen~s ota R. D R < R F, il eat possible de suivre le d~placement de spots
individuels d'un film chaud A l'autre et d'en d~duire lea vitesses de convection UM et U Vde leurs fronts

amont et aval (lea mots amont et aval sont d~finis par rapport i la direction des Z c roissants). La figure

13b illustre ce type de calculs pour deux spots suivis entre lea films chauds 5 et 7. Lea r~sultats sont
trac~s sur la figure [4 pour le cas H :lea rapports U M/W. et U V W_ y sont report~a en fonction de _

Bien entendu, l'allongement des spots implique que le front aval se d~place plus vite que le front amont,
mais lea deux vitesses restent voiaines autour de 0,7 W_ cette valeur eat en excellent accord avec lea

mesures de GASTER /7/, qui avait 6tudi6_la propagation de spots artificiels le long du bord d'attaque d'une
aile sym~trique. Au-delA de Q. 70 ma'1, lea spots deviennent si nombreux qu'ils se regroupeitt, de sorte

que la d~termination de leur vitesse de ccnvection individuelle n'est plus possible.

Lors des 6tudes oi l'6coulement eat constitu6 d'une succession de spots turbulents et de zones lami-
naires, un param~tre important eat le facteur d'intermittence Y , fraction du temps total pendant lequel
l'6coulement ear turbulent. L'6volution du facteurIen fonc tion de Z a 6t6 calcul&. dana le cas H pour
plUSievr-a vitesses O_ comprises entre 64 et 8O mst L a r~sultats sont trac~s sur la figure 15a, o6i Z =0

correspond A la jonction aile-plancher de la veine. Au niveau du film chaud 1 (Z = 12 cm), on a touijoura
Y = 1. Le facteur d'inter-it~ence d~crolt ensuite jusqu'aux films 3 ou 4 (Z = 40 A 70 cm), avant de crol-
tre jusqu'A l'extr~mit6 de l'sile. Ces r6sultats confirment lea observations effectu~es aur lea signaux
ins tantanes.

1 C. Q"(mgl)= OD -M 80_-
74

__-Y 74 70

17 - 6 7
0 V 64-

0 64

0 1 Z()2 0 1 Z()2

a) Experience b) Relation (5)

Fg26- Facteur d'interiittence le long de la ligne de partage, cas Hi

STEWART et POLL /15/ ont r~cemment propoa6 une relation semi-empirique donnant 1'6volution de y aur
one ligne de partage, en fonction des param~tres R et TI

y=I-exp 24 ] 106 + 2} si R > 245 (5)

Cette formule a 6t6 d~duite d'exp~riences dana lesquelles la contamination 6tait provoqu~e par des fils
cylindriques entourant le bord d'attaque et coll6s perpendiculairement A la ligne de partage, is distance Z
6tant meaur~e 4 partir do fil. Lea r~sultats th~oriques donn~s par (5) sont trac~s sur is figure 16b pour
lea mimes conditions que la figure 15a. La diff6rence easentielle entre lea deux r~seaux de courbes se aitue
aux faibles valeura de Z oa, dans lea exp~riencea pr~aentes, le y d~crutt A partir de 1, alors qo'il crolt
A partir d'one valeur non nulls, mais beaucoup plus faible, dana is formule de STEWART-POLL. Ceci eat li6
au mode de g~n~ration de Ia contamination :couche limite pleinement turbulente dana nos assures, fil cy-
lindrique dana les exp~riences qui ont servi A 6tablir is relation (5). Par contre, dana la partie crois-
sante du y (Z > 0,7 in), l'accord entre lea figures 15a et 15b eat tout A fait acceptable, aurtout pour
Q e_ 70 ma-

1
.

3.5. Seconds s~rie de meaures par films chauds

On s 'eat ensoite int~ress6 4 la propagation des spots dana la direction X, en conservant lea films
chauds aux m~mes positions en Z que pr6c~demment (figure 12), as en lea d~plavant aur I'exti-ados et i-
tradoa de I'aile. Les noovelles positions en X sont rep~r~es sch~matiquement aur la figure 16, relative au
cas H :sur lea deux faces de l'sile, lea deux s~ries de quatre films sont maintenant colls vera lea maxi-
ma de la viteasse ext~rieure, A LO ou 15 pour cent de corde en aval de la ligne de partage.
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UeIQC SECTION V

tFiLms 2,4,6,8

x 4 @al
xx

2 x S

~ 7Fig. 16 Position des film~s ahauds pou~r

Intraidos
0

x xtrdos

FiLms 1,3,5,7

-0,2 -0,1 X,'C -. 0

Z' (Echette cirbitraire) (N TRA0OS Film No 7,' (Echelle arbitrcire) IN TRAOS Fim No

33

5 7

EXTRADOS EXTRADOS

.2 2

6

8 8

0 0.04 0.08 0.12 - t (s) 0 0.04 0.08 0.12 - t (s)

/ =61 ms- b) Q.=70 rs-1

~'tg :7 5qnauxs djCivrd-s par les films chauis, positions de la figure 16

Des signaux instantane's correspondant A cette mime configuration sont pr~sent~s sur les figures 17a et

17b, pour Q- 61 et 7 0 ms 
1
, respectivement. CUt6 intrados, ]'allure des signaux n'est pas tr~s diff6rente

de celle d~jA observ~e dans ia premi~re s~rie d'exp~rtences :les spots se sont done propag~s depuis la li-

gne de partage sans que leur structure n'ait 6t besucoup modifi~e. A l'extrados, par contre, on n'observe

pluis de bouff~es turbuientes bien individualis~es ; A 61 ms-
1
, les signaux restent de type laminaire;a

70 ms-', apparaissent des fluctuations de faible amplitude.

Ces observations sugg~rent qu'A 1'extrados, le gradient de pression n~gatif est suffisamisot intense

pour amortir les spots turbulents originaires de is ligne de partage, tout au momns jusqu' a une certaine
vitesse 0,, et V'on peut parler de relaminarisation.
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Pour les icoulements bidimensionnels, LAUNDER et JONES /16/ utilisent le paramitre K. caract~ristique

d'une 6ventuelle relaminarisation en gradient de pression n~gatif et d~fini par
dl!

V e(6
K 7 dX~ 6

-6, 
e

Pour des valeurs de K sup~rieures A 10 , 'exp~rience montre qu'un 6coulement turbulent peut redevenir

laminaire. Ul semblerait, selon BEASLEY /17/, qu'une valeur sup~rieure A 5 10-6 environ soit n~cessaire pour

cjue la couche limite retourne effectivement I'6tat laminaire.

A notre connaissance, ce type d'informations n'exiate pas en 6coulement tridimensionnel. On peut faire

i'hypoth~se que les valeurs critiques donn6es plus haut restent valables i conditions de calculer le pars-

m~tre K le long de la ligne de courant ext~rieure, soit:

-K = N -du e pour une aile donn~e (7)
e

La figure 18 montre la distribution exp~rimentale de K dana les conditions du cas H, avec Q_ = 60 ms-
1

(vitesse & laquelle d~bute ls contamination sur la ligne de partage). A l'intrados, les valeurs de K res-

tent tr~s f'-ibles, alors qu'A l'extrados, elles atteignent 10 10- , deux fois la valeur minimale n~cessaire

a is relaminarisation. Comme K est inversement proportionnel A Q, le crit~re indique qu'il faudrait une

vitesse dans la veine 6gale A 120 ms-I (et plus) pour que is turbulence du bord d'attsque ne soit plus

amortie dans la r~gion acc~l~r~e du profil. La v~rification d~tsill~e d-j crit&re de relaminsrisstion fera

l'objet d'exp6riences ult~rieures.

105 K

tSECTION *Ue/ Qcc'I
* 2 Ax SECTION FiLms 4 6 8 oO,l3

5 0 x 4

AA 7

oo 6 2 A

0 0 X0 I

Reiamnarisationt 0 0 *1
1 Intrados 2

0,4
x

Ax

I, ~Etrado

AX _ ____ ___ __0

x 135,7

-0,2 -0,1 X/C -~ 0 -07 Al X/C 0

Fi. 18-'volution du par'am~tre K, cas H, Fig. 19 -Positions des fil~ms chouda

4, 60 m8-
1

Ce type de mesures n' a 6t6 effectu6 que dans le cas H. lisis le calcul des distributions de K montre qu' en

d~but de contamination, la valeur maximale de K eat comprise entre 8 et 10 10-6 pour les configurations "a

forte incidence" (cas D a H) et qu'ellV ist voisine de 6 10-6 pour les configurations "A- faible incidence"

(cas A, B, C). La relaminarisation semble donc possible pour toutes lea combinaisons ( ct,j ) consid~r~es
dans cette 6tude. Lea valeura 6lev6es de K sont imputables 4 la forme du bord d'attsque, qui induit des

distributions de vitesse particuli~rea on voit sur lea figures Ila et lib que la concavit6 de la loi U e(X)

eat dirigee vera le haut, c'est-A-dire que V'on rencontre i l'extrados des gradients de vitesse plus intenses

qu' au voisinage de la ligne de partage. Sur lea profile "classiques" au contraire, lesa cc~l~rations lea plus

fortes sont mesur~es sur la ligne de partage et la relaminarisation ne peut se produire en aval aux nombres

de REYNOLDS o6~ apparalt la contamination, ainsi que POLL l'a dkmontr6 analytiquement pour lea bords d'atta-

que elliptiques /9/.

Les films chauds 4 l'extrados ont finslement 6t6 d~plac~s et r~partis le long de la corde, entre la Ii-

gne de partage et 13 pour cent de corde :leur nouvelle disposition eat sch~matis~e sur is figure 19 et

les enregistrements obtenus A Q .- 64 m5'l sont pr~sent~a cur la figure 20. On observe sinai deux formes

de transition totalement dift~rentes da.ns leur nature :l'intrados eat balay6 par des spots turbulents pro-

venant de Is ligne de partage. Ces spots sont amortis 41 l'extrsdos (film 4) o6i is transition se produit en

aval, dans Is r~gion de gradient de pression positif, par une instabilit6 de type longitudinal (films 6 et 8).
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Z' (Echetle crbitraire) IN TRADOS Film No

--h - --

positions de ia figure 19,

EXTRADOS =64 me-'

14

~6

G 0.0 4 C.0a 0.17 t (S)

4 -CONCLUSION

Cette 6tude exp~rimentale a permis de recuejillir un certain nombre d'informations sur les on~canismes
de transition en 6coulement tridimensionnel incompressible.

La pr~vison des transitions provoqu~es par l'instabilit6 transversale eat relativement ais~e dana lea
r~gions de gradient de pression n~gatif intense, par exemple entre le bord d'attaque et le point de vitesse
maximum. Cette pr~viaion peut s'effecruer par la m~thode du en, mais aussi par des crit~res empiriques aim-
pies. Dana le cas de l'aile A bord d'attaque cambr6 6tudi~e dana Is premi~re s~rie d'exp~riences, lea probI4 -
mes se compliquent en aval du maximum de vitesse, o6 l'intensit6 des gradients de pression taste faible.
L'apparition de profils de vitasse tranaversaux en S et le d6veloppement simultan6 de l'instabilit6 longi-
tudinala rendent n~cessaire le racours A la th~orie de l'inatabilit6 laminaire.

En ce qui concerne le probl~me_de la contamination de bord J'attaque, on a v~rifi6 dana lea deux s~ries
de mesures que la valeur critique R = 245 pouvait 4itre utilis~e en toute confiance pour pr~voir le nombre
de REYNOLDS au-dela duquel des spots turbulents peuvent se d~veloppar le long d'une ligne de partaga. Ce-
pendant, avant que cetta valeur critique ne soit atteinte, une partie importanta de la surface de la maquette
-eut tre balay~e par des bouff~es turbulentes originaires de la jonction aile-fusplAge. TI faut a'i~qsi gar-
ter A l'esprit que lea ph~nom~nes de cont ation ne soot pas uniformes en envargura (c'est sinai que le
y 6volue dana is direction Z) et que, fait, un calcul de couche limite ne saurait a' effectuar avac
1'hypothiaa classique 93 Z = 0, m~me si la distribution de vitesse ext~rieure 6volue peu dans la direc-
tion parali~le au bard d'attaque.

Lea exp~riences ont aussi montr6 qu'une relaminarisation samble &tre possible si la distribution de
preasion en aval de Ia ligne de partage pr~sente des gradients longitudinaux plus intenses que sur is ligne
de partage elle-m~rne.
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Summary

The Navier-Stokes equations for three-dimensional, incompressible flows are solved
numerically to investigate spatially amplified disturbances in a growing flat plate boundary

layer. The disturbances are introduced by time-periodic blowing and suction over a finite
slot. For this study the generated disturbances consisted of two-dimensional Tollmien-
Schlichting waves, pairs of oblique three-dimensional Tollmien-Schlichting waves and

longitudinal vortices.

To isolate nonlinear mechanisms and to identify the importance of longitudinal

vortices, two numerical simulations with flow parameters similar to the experiment by
Klebanoff [12] with a two-dimensional Tollmien-Schlichting wave of moderate amplitude
and with two small oblique three-dimensional disturbances of fundamental and subhar-
monic frequency were performed. In the second calculation an additional longitudinal
vortex disturbance was introduced. In both cases the amplification rates for the three-
dimensional modes agreed with the secondary stability theory. The effect of the additional
longitudinal vortex was such that the initial amplitude for the fundamental three-dimen-
sional disturbance was shifted to higher values. Because of the higher amplitude level
for the three-dimensional fundamental disturbances, which is caused by the longitudinal

vortices, ;n this case fundamental resonance would dominate over subharmonic resonance
in spite of the lower amplification rate of the fundamental wave.

In a numerical simulation of the experiment of Kachanov et a;. [9] with larger two-
dimensional disturbance amplitudes, neither the subharmonic nor the fundamental resonance
model agrees with our numerical Navier-Stokes results. Therefore an improved resonance
model was developed which includes two two-dimensional waves (i.e. a two-dimensional

wave and its higher harmonic) and longitudinal vortices. This model yields remarkable
agreement with the numerical simulation and with experimental measurements and thus
appears to capture the relevant mechanisms.

1. Introduction

In controlled experiments with periodic disturbance input, the onset of the three-
dimensional development in laminar-turbulent transition in a flat plate boundary layer
may occur in several different ways. So far two principally different types of three-dimen-
sional development were found, namely that of fundamental breakdown and subharmonic
breakdown.

Historically, the fundamental breakdown was found first and investigated in detail
in the experiments by Klebanoff et al. [12]. An important aspect of this experiment was
the presence of pairs of counter-rotating longitudinal vortices. Subsequently, Benney and
Lin [1] have shown theoretically that the interaction of two oblique waves with a two-
dimensional Tollmien-Schlichting type wave leads to longitudinal vortices. In the context
of a secondary stability theory [6,7,8,16] these vortices are an inherent part of a reso-

nance combination and thus appear together with two oblique three-dimensional Tollmien-
Schlichting waves with a finite amplitu . two-dimensional Tollmien-Schlichting wave

acting as catalyst. This resonance enables a rapid and efficient energy transfer from the
baseflow into the three-dimensional disturbances.

The three-dimensional breakdown initiated by subharmonic resonance was observed
experimentally much later by Kachanov and Levchenko [11] after a theoretical model was
suggested by Craik [2]. Subharmonic resonance was much more difficult to observe exper-
imentally although secondary stability theory [6,7], for a wide range of parameters, predicts
higher amplification rates for subharmonic resonance than for fundamental resonance.
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Thus, the questic- -rises, why the subharmonic resonance was observed in experiments
much later than the fundamental resonance and if and why certain breakdown mechanisnis
will dominate under certain circumstancez,. With this study we want to investigate the
influence of additional longitudinal vortices on the three-dimensional transition process
for the spatially growing boundary layer. A possible role of longitudinal vortices on
transition was found earlier for the temporally evolving plane Poiseuille flow (Singer et
al. [18]).

To investigate the role of longitudinal vortices for spatially evolving disturbances in
a boundary layer, a calculation was performed, where a medium amplitude two-dimen-
sional wave and two small amplitude three-dimensional waves of fundamental and subhar-
monic frequency were introduced. In another calculation an additional steady three-dimen-
sional disturbance was introduced and both results were compared with secondary stability
theory.

Interpreting results of one of his experiments Kachanov [10] tried to explain the
observed high three-dimensional amplification rates by use of an improved Nayfeh-Bozatli
model [14]. According to this the two-dimensional higher harmonics are in subharmonic
and "detuned" subharmonic resonance with three-dimensional fundamental modes.

Using results of our own numerical simulation of the experiment of Kachanov et al.
[9,10] we found that neither subharmonic resonance (two-dimensional higher harmonic
and three-dimensional fundamental) nor fundamental resonance (two-dimensional funda-
mental, three-dimensional fundamental and longitudinal vortex) led to reasonable agree-
ment with the amplification rates observed. Therefore new models were constructed in
an attempt to better capture the mechanisms observed in experiments. With a combined
resonance model consisting of a two-dimensional fundamental and its two-dimensional
higher harmonic, a three-dimensional fundamental and longitudinal vortices we found
good agreement with the amplification rates observed in the numerical simulations.

In this paper we discuss our numerical method, which allows the simulation of three-
dimensional disturbances in a growing boundary layer. With results from two numerical
simulations the effect of additional longitudinal vortices on the three-dimensional disturb-
ance evolution is demonstrated. The combined resonance model will be also explained
and its validity will be demonstrated by applying it for interpretations of results of our
numerical simulation of the experiment by Kachanov [9,10].

2. Numerical method for the solution of the Navier-Stokes equations

The Navier-Stokes equations are solved in an integration domain as shown schema-
tically in figure 1. The downstream direction is x, the direction normal to the plate is y,
and the spanwise direction is z. The velocity components are u', v' and w'. The variables
are made dimensionless with a reference length L and the free stream velocity U".

x' x ,Y = irR- z =z t' L6
L L

(2.1)
u' -,---i = w" = --

Uo U0i, U00

The Reynoldsnumber is Re = Uco L/v (v kinematic viscosity). The three vorticity components
are defined as

I av' aw'
( Re Oz 'jy

Ow' cOu"C W-'x - a , (2.2)
Ox O z

a y Re Ox

The flow variables are decomposed into those of the two-dimensional baseflow
(index B) and of the disturbance flow (variables without prime)

u= UB + u

V' = vB + v (2.3)

W w
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To calculate the bdseflow, the Navier-Stokes equations are used in a vorticity-velocity
formulation (see [3]) with a vorticity transport equation for uizB

I 62 a 
2

BzB (2.4az

a (UBWzB) + -(VBW1z3) = (2.4a)
axRe ax 2  y2

a Poisson equation for vB

l )2v_ 2v__ _B (2.4b)
Re ax 2 +y 2  a x

and for UB

a2 UB _a
2 v (2.4c)

d.x-2 =  alxay

The baseflow is calculated in a rectangular integration domain ABCD (see fig.!). At

the upstream boundary (x=xo) we prescribe Blasius boundary layer flow (index BD)

UB(x0 ,y) = UBI(Y)

VB(XO ,y) = VBI(Y) (2.5)

tWzB(XOyl = WzBI(Y)

At the wall we have the no-slip conditions

UB(X,O) = 0 VB(x,O) = 0 x,0= 0 (2. 6a,b,c)

and the wall vorticity is calculated from

0____B ca~vB
__ ,0 = -2-- (2.6d)
ax x,o c)y 2 X, 0

At the outflow boundary (X=XN) we solve equations 2.4a and 2.4b with

OX2 BI = 0 and { xN,y (2.7a,b)

and us is calculated from the Poisson equation

1 a2UB+ a2UB_ - CzB (2.7c)
Re ax 2 *yy (.y

with 82uB = 0 (2.7d)aX2 XN, y

At the freestream boundary (y=yu) we assume potential flow and uB is prescribed accord-

ing to a given downstream pressure gradient

UB(X,yu) = Up(x) (2.8a)

VB is calculated from continuity

aVBI = _ dup (2.8b)
y_ 'x,yu dx

and (2.8c)

WzB(X,yu) = 0

The equations are discretized with finite differences of fourth-order accuracy in x
and y direction. The vorticity transport equation is solved with an explicit Euler scheme

(artificial time). The v-Poisson equation is solved with Gaul-Seidel line iteration (see

[3]) and the us equation is solved directly.
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For the disturbance flow we have three vorticity transport equations for the vorticity

components

+t -(vuJ
x 

- Uuy + VBuJx - UBy)

a (UWz - W&Wx + UB6)z + UwzB) =3X (2.9a)az

- -- (VWx - UWy + VB(dx - UBGWy)

a (Wy- Vwz- VBiz - VWzB) . (2.9b)
az

+ -X (Uwz - wW X + UBtiz + uuZB)
at ax

a (Wy - V )z - VB(dz - VGzB) = Z (2.9c)
ay

and three Poisson-type equations

02u I2 u y c-2v (2.9d)
ax2 _ a-2 z a Zxay

v = a aZ (2.9e)

0
2 W 2 -Y a2 v (2.9f)

ax 2 + a Z2  a X ayaz

for the three velocity components. The Laplace operator is defined as

1 0
2  a2  I a2

Re ax 2  y 2Re 3z2

At the upstream boundary (x=xo) we assume that all disturbances are zero

f(xo,y,z,t) = 0 (2.10)

where f stands for all variables u, v, w, ux ,jy and (az , respectively.

At the wall no-slip conditions are used

u(x,0,z,t) = 0 , w(x,0,z,t) = 0 . (2.11a,b)

The v velocity component can be prescribed as a function of x, z and t

v(x,0,z,t) = fG(xz,t) . (2.llc)

This allows the generation of disturbances in the integration domain by local time depend-

ent blowing and suction as discussed below. The vorticity components are calculated
from the following equations:

2 a2 j - ya a (2.lid)
0x2 a 2 = - ayax * 3z

Wy (X,0,z,t) =0 (2.1ie)

._ z = 0__- - v (2.1f)
6x az

At the outflow boundary the disturbances are assumed to be periodic with a wave-
number a and therefore we Introduce into equations 2.9

2f = -
2 f(xN,y,z,t) (2.12)

x2 1xN,y,z,t (212

for every variable f. The wavenumber a is an expected wavenumber for the disturbances

near the outflow boundary. This boundary condition works well for small amplitude
disturbances, but not for large amplitude dlsturba: ,ves which are composed of nonlinearly
gener;%"l "1sturbarre rnmponents with different wavenumbers. These disturbances cannot
pass through the boundary without reflections. Therefore in some cases the outflow
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boundary has to be moved far downstream, because the simulation has to be stopped

when disturbances reach this boundary.

Along the freestream boundary we assume potential flow. Therefore we prescribe
exponential decay in y of all velocity components:

axyuzt -4- u(x,yu,z,t) (2.13a)

v x I a, v(X,,Z,t) (2.13b)

aw 0X'yu, z.t) 0 (2.13c)OyIx.yu.Z, t =-RYe Xyuzt(2 3)

where o(" is an expected wavenumber dependent on x. The disturbance vorticity components

are zero

x (X,yu,z,t) = 0 (2.13d)

Oy(X,yu,z,t) = 0 (2.13e)

Wz(xyu,z,t) = 0 (2.13f)

For the spanwise boundaries at z=O and Z=)z periodicity conditions are employed.

Thus for all variables and their derivatives

f(xy,O,t) = f(x ,y,,t) (2.14a)

) f Ix y al ¢n (2.14b)
c)zn x,y, ,t a~z x,y,),z,t

is enforced.

Exploiting the periodic boundary condition 2.14 we introduce a spectral ansatz

K
f(x,y,z,t) = 2 Fk(x,y,t)e

l kyZ (2.15)
k=-K

for all variables f. The wavenumber y is related to the spanwise wave length T=27/Xz

The Fk are conjugate complex to the F-k , and therefore the equations 2.9 can be trans-
formed into K+l equations in a plane integration domain.

All derivatives in x and y are discretized with fourth-order accurate difference approx-

imations and the time integration is performed with a third-crder accurate Adams-Bash-

forth scheme. At every timestep the nonlinear terms are computed using a pseudospectral

method (Orszag [15]). For the solution of the v Poisson equation a multi grid method [5]
is employed, where line iteration is used for every grid. The u and w Poisson equations
are solved directly.

Disturbances are introduced in a small streamwise domain - -he wall. Whereas in
most experiments disturbances are introduced by a vibrating riL , we introduce the

disturbances by periodic blowing and suction through a narrow slot in the wall. This is
also an effective method to produce Tollmien-Schlichting waves as shown in the experi-
ments of Kozlov and Levchenko [13]. With a given frequency and variation in spanwise

direction different kinds of two-dimensional and oblique Tollmien-Schlichting waves as
well as longitudinal vortices can be generated. For the calculations presented in this

paper we used

f, = A va(x)sin3t

+ ( Bo vs(x) + BI/2 va(xlsin( - ) (2.16)
2 4

+ BI va(x)sin~t ) cos y7.

with A amplitude of 2-D TS-wave,
Bo amplitude of longitudinal vortex,
BI/2 amplitude of 3-D subharmonic disturbance,

BI amplltucd; of 3-D fundimental 41stir",',

0 disturbance frequency,
vaa symmetric and antisymmetric disturbance function,

respectively
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For timewise periodic disturbances, Tollmien-Schlichting-waves are generated which
travel downstream into the undisturbed boundary layer. Ahead of the timewise periodic
Tollmlen-Schlichting wave is a region of nonperiodic disturbances, which were generated
by the start-up process. In this region a broad band of disturbance frequencies exist
which would not pass the downstream boundary with boundary condition 2.12. Therefore

the downstream boundary has to be kept far enough downstream, so that these disturb-
ances do not reach it.

3. Secondary stability theory

For the interpretation of our numerical results a secondary stability theory, formu-

lated similar to Herbert [6,7], is employed.

The basic equation is the three-dimensional vorticity transport equation for the
disturbances, which, in a frame of reference moving with speed cr, are

3G) W to tx + Wx
-t ((UB -

c
r 

+ 
U) L- + v w

4)u (uB au u
-X Cx -Cy (y + a

)
- (oz B 

+ WO)- AWx (3.1a)

a .j- ((UB- c) + u) 6wy + v 6wy + w 3Yat a~x ay az

- to v - G)) y - (WzB + z)'- = Ay (3.1b)

8G~z (tGzB 8G~z)+w8z4t-3tW + ((uB - cr) + u) !IO + v 06 + ±W + y ±_

- 6 Wx - EJy - (WzB + z)!zz = Auz (3.1c)

1 c2 a 2 a2

The Laplace operator is defined as A = ae- S + * Z2

(In contrary to chapter 2 the y coordinate is not stretched with the factor ;-Re.)

Here it is assumed that the two-dimensional base flow is parallel (vB =0). Further we
assume spatially periodic finite amplitude disturbances and spatially periodic, tempo-
rally ampiified small three-dimensional disturbances of the form

u(x,y,z.t) = At (urI 2cosax - ujl 2sinax)

+ A 2 (url 2cos2ax - ujIj 2sin2ax)

+ e edt eYz (ur 2cosax - ui 2sinax + uO) (3.2a)

v(x,y,z,t) = At (Vrl 2cosax - vil 2slncx)

+ A2 (vrIl 2cos2ax - vill 2sin2ax)

+ e eat eyZ (v, 2cosax - vi 2sinax + vo) (3.2b)

where urI , U11 , Vrl , vii , UrlI, ujil, vrI, and vill are the elgenfunctions of the two-dimen-
sional waves, At and A2 are the two-dimensional disturbance amplitudes, a and y are
wavenumbers, s is a small amplitude, ur, uj, uo, vr., v, , and vo are the three-dimensional
elgenfunctions (longitudinal vortex components uo and v0 ). o is a complex frequency
where o, is the unknown amplification rate and ol/ci is the deviation of the three-dimen-
sional wave speed relative to Cr.

This ansatz is different to Herbert's since ours allows two finite amplitude (At , A2)
two-dimensional waves with wavenumbers a and 2a. The three-dimensional part of the
disturbance consists of a pair of oblique waves (wavenumber a,y) and a pair of counterro-

tating longitudinal vortices (wavenumber Oy).

Introducing ansatz 3.2 In equation 3.1 and neglecting nonlinear terms of the form Ai'A,
Aj A 2 , A2*A 2 and *t- we get after rearranging the following set of equations
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rUi - 2a 2 Uiju - aVrlu'}

- ( 7Uo) -auo - U'Vo - 2A, {t'rV,. + U.1i(.3f
+V'IU, + Vdlu}

where the prime denotes for derivation with respect to y.

With given two-dimensional elgenfunctions, disturbance amplitudes (At, A2 ), Velocity
of the reference frame Cr (which is chosen according to the wavespeed of the two-dimen-
sional wave with the largest amplitude), wavenumbers (a, -(), and the Reynoldsnumber.
this system of equations yields an eigenvalue problem for the unknown eigenvalue 0.

The boundary conditions at the wail are

U-r u1 . u0, yr. vi. v0 = 0

I)r10= (3.4a)
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At the boundary outside the boundary layer we have

.)U.---U2V rI - / ,-ar.
2  

Vr 
c)y Oy

-UO yv0 (3.4b)
c)y Oy Y -

The derivatives in direction normal to the wall are approximated with 7-point finite
differences with a maximum error of order Ay 3 

. All eigenvalues are determined using
an INISL-subroutine.

Subharmonic and fundamentel resonances are included in the set of equations 3.3
With Al =0 we have subharmonic resonance and the longitudinal vortex is decoupled,
while A2 =0 yields the fundamental resonance. Both amplitudes Al , A2 + 0, allow for a
new resonance mechanism. This resonance mechanism may be stronger or weaker than
subharmonic or fundamental resonance alone, depending on the relative phase of the two
two-dimensional waves. Interactions of the two-dimensional waves are neglected in this
theory. However, we will also use results of our numerical simulation for the two-dimen-
sional waves, whicn, or course, include effects of nonlirear interaction. Especially in the
case of two-dimensional nonlinearly generated higher harmonics, which are in phase in a
"favorable" way (according to Kachanov [101) and which have the same wavespeed as the
two-dimensional fundamental, this combined resonance model allows for higher ampli-
fication rates than fundamental resonance flone.

4. Numerical Results

Three calculations are presented in this chapter. Calculations for case I and 2 were
performed with similar parameters as the Klebanoff experiments (see [4]). With these
two calculations the influence of additional longitudinal vortices on the development of
both subharmonic and fundamental three-dimensional disturbances was investigated and
results were compared with secondary stability theory (see §3).

Next, results of an additional, third calculation (case 3) are discussed, where param-
eters were closely matched to the experimental investigation of fundamental breakdown
of Kachanov et al. [9,10]. The results are compared with those from a fundamental reso-
nance model or a subharmonic resonance model (resonance between a two-dimensional
higher harmonic and the three-dimensional fundamental). In addition they are compared
with the combined resonance model introduced in §3.

In all calculations discussed here, the Reynolds number used in the governing equa-
tions was Re = 105 , with, for example, free-stream velocity U_ =30m/s, reference length
L=0.O5 m, and the kinematic viscosity for air v = 1.5 • 10- 6 m2/s.

Influence of longitudinal vortices on the three-dimensional disturbance
development

In the pioneering experiments of Klebanoff et al. (12] the breakdown to turbulence
was initiated by a peak-valley-splitting, three-dimensional development. The calculations
by Herbert [7] based on a secondary instability concept have shown that a base flow
modulated with a two-dimensional wave, with the same parameters as in Klebanoff's
experiment, was more unstable with respect to subharmonic disturbances than with respect
to fundamental ones He attributed the deviation from the experimentally observed behav-
iour to the difference in initial amplitudes between the fundamental and the subharmonic
three-dimensional background disturbances in the experiment. According to his estimate,
the difference would have to be at least a factor of eight in favor of the fundamental
wave.

The calculations of Singer et al. [18] for spatially periodic disturbances in plane
Poiseuille flow and our own calculations for spatially developing disturbances in boundary
layers have shown that such a difference can be explained by the presence of longitudinal
vortices in the base flow. This will be demonstrated below with results of two calculations

based on the Navier-Stokes model discussed in §2.

For these calculations two-dimensional disturbances are introduced (according to eq.
2.16) with frequency 03 = 5.88 and A = 0.0013 through suction and blowing at the wall.
The three-dimensional disturbance in case I consisted of a subharmonic disturbance with
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B1 / 2 = 0.0000001 and of a fundamental disturbance with B1 = 0.0000001 and BO = 0 . The

spanwise wave number was y = 24.3, and the spectral approximation (equation 2.15) was

truncated at K = 1. This was considered to be a sufficient numerical resolution of the

initial three-dimensional disturbance development.

The spatial development of the maximum amplitude for the two-dimensional Tollmien-

Schlichting wave mode (1,0) (modes are labeled according to their position in the frequency-

spanw.ise wavenumber spectrum), the subharmonic and fundamental disturbances (modes

(1/2,t) and (1.1)), and the longitudinal vortex (mode (0,1)), can be observed in figure 2.

According to the theory of secondary instability the longitudinal vortices and the three-
dimensional fundamental mode should have the same amplification rate. Such a behavioar

can also be observed in the numerical results presented in figure 2. The subharmonic

wave dominates over the fundamental resonance pair. Both, amplitude and growth-rate

obtained from our numerical calculations are larger for the subharmonic component.

A closer look at the fundamental mode and the longitudinal vortex mode has shown, that
there is no fundamental resonance unless the amplitudes of both disturbance components

have the same order of magnitude. This is due to the fact that both of these components

are needed to form the fundamental resonance (see Herbert [8]).

The growth-rates obtained from a secondary stability theory calculation at x=12.0,
for both the subharmonic and the fundamental resonances, are represented in figure 2 as

lines "a" and "b" for comparison (the temporal growth-rate was transformed in a spatial

growth-rate with al =-Or/Cr ) . These lines may be shifted parallelly in y-direction by

any arbitrary amount, due to the fact that initial amplitudes are not considered in the

theory. In figure 2 the lines were drawn slightly below the curves obtained from the

Navier-Stokes calculations to not obscure the numerical results. It is obvious that the

theoretical growth rates agree very well with our Navier-Stokes results. In particular the
higher amplification of the subharmonic wave in comparison with the fundamental wave

agrees also with secondary instability investigations [7].

Amplitudes and phases of the three-dimensional disturbances obtained from the
numerical calculation are compared with secondary stability theory in figure 3. The agree-

ment for the subharmonic and for the fundamental three-dimensional wave is also very
good. Differences appear for the uo-component of the longitudinal vortex (mode (0,1)).
We believe that these differences must be due to the absence of streamwise derivatives

in the temporal theory for the mode (0,1). The agreement of the amplification rates for
the fundamental case between theory and numerical simulation is therefore even more

astonishing.

Results for case 2 are presented in figure 4. The only difference between this case

and case 1, was an additional steady three-dimensional disturbance with amplitude

Bo=0.0000024 (eq. 2.16) at the disturbance input strip. From previous numerical calculations

we know that this additional disturbance simulates longitudinal vortices. The effects of

this additional disturbance on the amplitude growth curves can be clearly seen in figure

4. Here, the amplitudes of the fundamental wave resonance pair are larger than the sub-

harmonic wave, while the growth rates are still essentially the same as for case I in

figure 2. This behaviour may be explained as follows: Calculations for case 2 have shown

(see figure 2), that both the longitudinal vortex mode (0,1) and the fundamental three-di-

mensional disturbance component (1,1) must approximately have the same amplitude for

fundamental resonance to take place. At the disturbance input the amplitude of mode

(0.1) in figure 4 is about one order of magnitude bigger than the amplitudes of the other

threc -dimensional disturbances, and, contrary to case I it does not decay in downstream

direction. Therefore much more favorable "initial" conditions exist for the fundamental

resonance than for subharmonic resonance. The amplitude of the fundamental three-di-

mensional wave is strongly amplified until it catches up with mode (0,1). After a short

distancp, between x-l0. and x--1.5, where the amplitudes, due to initially different phase

speeds, deviate once again, the (1.1) and (0,1) modes continue with practically the same

amplification rate as in the previous case (figure 2).

The wavy behaviour of the subharmonic in figure 4 is due to numerical round-off

errors because of its relatively small amplitude in comparison with the fundamental

disturbance.

We may conclude that the influence of longitudinal vortices, as long as their intensity

is small compared to the two-dimensional wave amplitude, does not alter the growth

rates of the fundamental and the subharmonic three-dimensional disturbances, but rather,
that they only change the local conditions such that the fundamental resonance is favored.
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Verification of the combined resonance concept

The parameters for this numerical simulation (case 3), were adjusted such that the
disturbance amplitudes matched the experimental values at the first downstream measuring
location (X=300mm, in [9,10]) as closely as possible. The actual values were 3=11, A=O.005,
B =0.00013, Bt =0, Bi/2 =0 and y=42.3 . The disturbances were introduced at x-l.45 down-
stream from the leading edge of the flat plate. For this simulation eight three-dimensional
spanwise modes (K=8) were used and therefore the disturbance development can be realisti-
cally followed far downstream.

A detailed comparison of the results of the numerical simulation with the experimental
measurements is given elsewhere [17]. In this paper the emphasis is on the importance of
the two-dimensional higher harmonics and on the effects of longitudinal vortices on the
initial stages of the three-dimensional transition process.

The downstream development of the disturbance amplitudes for various modes obtained
from the numerical simulation is shown in figure S. A comparison with results of the
preceding cases (figures 2 and 4) indicates much larger amplitudes of the three-dimensional
(0,I) and two-dimensional (1,0) disturbance components at the input strip although no
additional three-dimensional disturbances were introduced at the blowing and suction
slot. The three-dimensional wave component (1,1) is produced by nonlinear interaction
betweeen modes (1,0) and (0,1). The higher harmonics of the three-dimensional funda-
mental component (1,1) are generated further downstream and come in with ever increasing
growth rates (figure 5). After the three-dimensional disturbance components approximately

reach the same amplitude level of the two-dimensional components, they begin to saturate.

Due to the relatively high disturbance amplitude of the two-dimensional disturbance
component (1,0), two-dimensional higher harmonics are generated which can be seen in
figure 6. Here the disturbance spectrum at x=l.7S, approximately one Tollmien-Schlichting

wavelength downstream of the disturbance strip is shown. From figure 6 it is obvious
that our combined resonance model is well suited to model the disturbance development
at x=1.75, since it includes all relevant harmonics.

In figure 7 tne amplification rates a, (cxi=-d(ln max(u))/dx, for the maximum of u) of
the three-dimensional mods (0,1) and (1,1) are compared with the local growth rates as

predicted by the various secondary stability models discussed in §3. In particular they
are compared with theoretical results from a model of fundamental resonance between

modes (1,0), (0,1), and (1,1), and a model for subharmonic resonance between modes (2,0)
and (1,1), as well as with results from a model allowing for combined resonance between
modes (1,0), (2,0), (0,1), and (1,1). It is evident that neither the fundamental nor the sub-
harmonic resonance models capture the actual growth rates observed in the numerical
simulation. However, the combined resonance model appears to capture the growth rates

of the simulation quite well.

The subharmonic resonance model, which was proposed by Kachanov [101 (based on
the Nayfeh-Bozatli model), places too much emphasis on the role of the two-dimensional
higher harmonics. It is incomplete in the sense that it neglects the contribution of the

longitudinal vortex mode (0,1) to the amplification of the three-dimensional disturbances.

A comparison of amplitude and phase distributions with respect to y at x=2.2S obtained
from the combined resonance model and the numerical simulation is shown in figure 8 in
a way similar to figure 3. Mode (1,1) compares very well with the results from the numer-

ical simulation, while mode (0,1), shows the same qualitative differences as already ob-

served in figure 3.

In summary, the combined resonance model represents a much better approximation
to the breakdown process In the experiment of Kachanov than either the fundamental
resonance model or the model proposed by Kachanov. The improvement is due to the
inclusion of both the higher harmonic two-dimensional disturbances and the longitudinal
vortices.

S. Conclusions

Our numerical simulations of the secondary Instability in a transitional spatially
growing boundary layer clearly demonstrate that a steady spanwise modulation resembling
longitudinal vortices, together with a pair of oblique waves form the essential three-dimen-
sional disturbance part in fundamental resonance. Consequently, any of these disturbance
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components can nonlinearly generate the other components, provided that a finite two-di-

mensional Tollmien-Schlichting wave exists, and provided that its amplitude dominates

upstream of the region where fundamental resonance takes place. In experiments this
could occur for example where fundamental and subharmonic disturbance waves originate

from random noise, and where longitudinal vortices are due to irregularities in the base

flow. In such a case, as demonstrated in our calculations, three-dimensional disturbance

amplitudes resulting from fundamental resonance can dominate over those from subhar-

monic resonance although the subha. monic resonance yields larger growth rates.

The combined resonance model presented in this paper was verified by a comparison

with the experiment [9,10 1 and our numerical simulation. The improvement of this model

over the subharmonic resonance model proposed in [10] is due to the inclusion of the

longitudinal vortex mode and the improvement over the fundamental resonance model is

due to the inclusion of the two-dimensional higher harmonic.
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GORTLER INSTABILITY ON AN AIRFOIL: COMPARISON OF
MARCHING SOLUTION WITH EXPERIMENTAL OBSERVATIONS
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SUMMARY

Theoretical predictions based on the marching technique are compared with experimental observations on an airfoil with
a concave region. Theoretical predictions of the wavelength of the most amplified Grtler vortex are in excellent agreement
with the experimental observations for the range of chord Reynolds numbers from 1.0 to 3.67 million. In the convex zone,
solutions from the marching technique showed that the initial counter-rotating vortex pairs lift off the surface and dissipate
while another layer of vortex pairs of opposite rotation develops near the surface. This confirms the experimentally
observed double peaked streamwise velocity perturbations. Furthermore, the streamwise velocity perturbations which
dominate spanwise variation in the surface shear stress distribution shift by half a wavelength in the convex region. The
experimental flow visualization photographs clearly confirm this phenomena.

NOMENCLATURE

c Airfoil Chord

Cp Pressure Coefficient

G (6,K)1 2 U r/,': Grtler number
in the normal-mode approach

G, KI (Uxl/V) 1/2: Gortler number

in the marching solution

K I/R : Wall Curvature

I Reference length in the marching
technique

R Radius of curvature of the wall

Rec Chord Reynolds number
U0 , Vo Dimensionless basic flow velocities

UX Freestrearn velocity

Ul, V W1 Dimensionless perturba' ion velocities

x. y, z Dimensionless streamwise distance
from leading edge

X0 Dimensional strearnwise distance
from leading edge

c, Dimensionless wave number
(marching technique)

0 Dimensionless spatial am ._?,,. .,n rate

6, (vz 0 /U.) 1 12

Small parameter (v/U,,, )1/p

A (U.,A/u) (AK) 1 /2 : Dime.riuless
wavelength parameter

A Dimensional vortex wavelength

I/ Kinematic viscosity

Research Engineer
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* Assistant Head, Fluid Dynamics Branch



BACKGROUND

Advanced supercritical-lain iar-flow-control (SCLFC) airfoils (1-3] have concave regions on the lower surface both near
the leading and trailing edges with substantial lift contributed in these regions. Whereas Tollmien-Schlichting (TS) and
crossflow instabilities dominate on the upper surface, the concept of the SCLFC airfoil with the front- and aft-loaded
concave lower surface critically hinges on the maintainability of laminar flow in these concave curvature regions where
Gortler instability may cause premature transition. It was well known even before the initial theoretical studies by Gdrtler
that the laminar boundary layers on concave walls become turbulent at smaller Reynolds numbert than on flat or convex
walls 141. Since both Gortler vortice- ;-I TS waves will be generated in the concave region, the best technique to delay
transition is not clear. One of the techniques suggested by W. Pfenninger [1] to delay transition along the concave surfaces
of the SCLFC airfoil was to split the concave region into a finite number of highly curved regions connected by linear
segments. Suction on the compression side of the concave regions not only insures attached flow but also minimizes the
growth of G6rtler vortices and TS waves. This concept vas applied in the SCLFC wing model tested in the 8-Foot Transonic
Pressure Tunnel at NASA Langley [2]. Approximate G6rtler stability calculations [2] using Smith's curves [5] indicated
that such an approach would minimize the overall G6rtler vortex amplification as compared to the continuous curvature
case. Since there is neither rigorous theoretical proof nor any experimental evidence to support this concept, theoretical
and experimental studies of G6rtler instability on airfoils were undertaken to verify this concept.

INTRODUCTION

Theory
The counter-rotating streamwise vortices that arise due to an imbalance between pressure and centrifugal forces in

laminar boundary layers along concave walls were first predicted and theoretically analyzed by G6rtler [61, after whom the
non-diniensional stability parameter

G = (6rg)1/ 2 Uc6r111

is named. His analysis of the instability of a boundary layer along a concave wall was similar to Taylor's analysis for
couette flow between counter-rotating cylinders [7]. There have been two distinct theoretical approaches to solve the linear
stability problem. In the classical, normal-mode approach (NMA) [5,8-10], the periodicity of the disturbance in the spanwise
direction and the assumption that the basic flow is quasi-parallel or parallel allows for the solution to be expressed in the
normal-mode form. This assumes the shapes of the perturbation profiles are invariant in the streamwise direction while
their amplitudes grow at a common rate. The governing partial differential equations are reduced to a system of ordinary
differential equations that form an eigenvalue problem which is solved numerically for the wave number, amplification
rate, and G6rtler number (a, 3, G). In each of these investigations a unique neutral curve (but often different from the
unique neutral curve of other NMA studies) was obtained. Although the general approach is similar, the various NMA
investigations disagree in the details of the problem formulation, the solution technique, and results [8].

Following G6rtler [6] and Smith [5], the next major breakthrough in the study of G6rtler instability was achieved by
Hall. who in a series of studies on Gortler instability [11-12] showed that the linear stability equations governing G6rtler
instability cannot be reduced to ordinary differential equations, but instead are partial differential equations parabolic
in the streamwise direction. He argued that the effect of the non-parallel nature of the basic flow in which the G6rtler
vortices develop is not negligible, and the approximations of the equations that result in ordinary differential equations
cannot be justified; and that the parallel flow theories are irrelevant except for the small wavelength limit with the main
deficiency of the parallel flow theories arising from their inability to describe adequately the decay of the vortex at the
edge of the boundary layer. Hall concluded this to be the cause of th, wide spread of neutral curves predicted by the
various normal-mode analyses. He then solved the governing partial differential equations as an initial value problem using
a finite difference marching scheme [12]. The main result of his study was that the growth of the G6rtler vortices depended
crucially on how and where the boundary layer was perturbed. Hall obtained multiple neutral curves (figure 1) leading
him to conclude that the concept of a unique neutral stability curve is not tenable in the G6rtler problem except for
asymptotically small wavelengths.

While classical normal-mode prediction of a unique most amplified G6rtler vortex wavelength clearly implies the
dependence of the dimensional G6rtler vortex wavelength on freestream conditions and curvature, experimental data
from studies other than that of Mangalam and Dagenhart [13-16] have led to the conclusion that the vortex wavelength
is determined mainly by the experimental apparatus or the disturbance field in the freestream. The apparent multiplicity
of neutral curves, and the need for precise initial conditions to solve the partial differential equations in the marching
technique reinforces the view that the G6rtler instability problem cannot be solved satisfactorily. In contrast, the linear
stability theory for Tollmien-Schlichting waves is known to predict the frequency and wavelength of the most amplified
disturbances for given geometry and freestream conditions [17-20] which is used in conjunction with the empirical exp(n)
technique to predict the disturbance growth from the neutral point and provide a reasonable estimate of the transition
location. We were faced with this dilemma while trying to solve practical problems involving the growth of G6rtler vortices
along the concave surface of a SCLFC airfoil. A study to examine the normal-mode and marching solution techniques
was therefore initiated by the authors [21,22]. For the sake of completeness, the theoretical formulation is discussed in the
appendix.

It was discovered in this study [21,221 that Hall's initial conditions, such as

U(r7) -- 7/6 exp(-? 2 ), V(17) = 0

satisfy the Navier-Stokes equations but do not correspond to streamwise vortices. The above initial conditions and the
resulting W-component computed for a = 0.069, G, = 0.025 at = 20.1 are plotted in figures 2(a)-(b). It is clear that these
components do not have any of the characteristics of eigenfunctions obtained from NMA. The U-component has zero slope
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at the wall while V(?I) = 0 leads to a W-component with a highly unusual double crossover profile. The velocity vector
plot (figure 2(c)) in the rl-z plane clearly shows that these initial conditions do not correspond to streamwise vortices.
Examination of solutions obtained from integrating the perturbation governing equations with Hall's initial conditions
showed that near the starting location the U-component is always strongly damped, and the V-component which was
initially zero is highly amplified. However, after some adjustment distance, the U- and V-components tend to amplify at a
common rate. Similar behavior was noted when the initial conditions were imposed at other streamwise locations and for
different wall curvatures as well. It was with the choice of such initial conditions which invariably produce damping of the
dominant U-component in the starting region that Hall was able to obtain the lower part of the neutral curves at small
Go.rt ler numbers.

This problem was also addressed by Day, Saric, and Herbert [23) as presented in a short course organized by the AIAA
on stab;l;tv and transition in 1985. Saric, who discussed Gortler instability in this course, observed that Hall's initial
conditions were bizarre and always produced initial decay. Results presented were for A = 49.98 and 62.14 from which it
appears that attempts were made to reproduce the neutral stability curve for the Gortler problem using Hall's technique.
They observed that all solutions tend towards some "universal" behavior. Kalburgi, Mangalam, and Dagenhart [21.22
not only recognized the nature of the initial conditions in ref. 12, but also established the consequences of selecting such
physically unrealistic initial conditions which led to the discovery that normal-mode solutions are actually the natural
solutions of Hall's partial differential equations for the Blasius boundary-layer on a constant concave curvature wall.

Comparisons of solutions from the marching technique in the common amplification region, with eigenfunctions and
amplification rates from corresponding normal-mode analyses showed excellent agreement. It was observed that irrespective
of the location and shape of the initial velocity profiles, when 13u - /k, both the amplification rates as well as perturbation
velocity profiles were in excellent agreement with amplification rates and eigenfunctions from corresponding normal-mode
analyses. The next logical step was to impose normal-mode eigenfunctions as initial conditions for the marching technique.
Comparison of amplification rates and perturbation velocity profiles with corresponding normal-mode amplification rates
and eigenfunctions showed excellent agreement right from the starting location. Such comparisons were made over a
wide range of A with normal-mode initial conditions imposed at various streamwise locations. Excellent agreement with
corresponding normal-mode analyses was noted in each case. The obvious conclusion of this exercise was that the normal-
mode eigenfunctions are not only the natural solutions of the marching Gortler problem but also its natural initial conditions
21.22).

The multiplicity of neutral curves now posed the problem of the correct choice of initial conditions. Neutral curves
demarcate regions of stability and instability. Since n-factors are computed by integrating the amplification rates from
the neutral stability point, the various neutral curves were thought to affect integrated amplification rates substantially
[91. This led to studies to identify the correct neutral curve [8-101. We conducted numerical experiments with the various
non-parallel basic flow terms of the perturbation governing equations in the normal-mode approach. The neutral curves
obtained for the various basic flow approximations appear to differ significantly. However, in transition prediction, the
amplification which leads to transition is the primary objective and the most commonly used semi-empirical technique is
the exp(n) method. We computed the n-factors as a function of the wavelength parameter A starting from neutral stability
to G = 20.0. No significant difference was found in the n-factors computed for cases with the various basic flow assumptions
over the wide range of A. This is not unexpected for the computed amplification rates were in good agreement everywhere
except at low Gortler numbers in the neutral stability region. The amplification rates are quite small in this region and
therefore had negligible influence on the n-factors. This study established that when the exp(n) technique is employed for
transition prediction, the multiplicity of neutral curves in NMA is irrelevant and the effect of various non-parallel basic
flow terms on integrated amplification in minimal [22).

Some results of this study [21,22) are presented in the following figures. The evolving perturbation velocity profiles
from the marching technique with Hall's initial conditions imposed and with the natural initial conditions imposed are
compared with corresponding normal-mode eigenfunctions with quasi-parallel and parallel basic flows in figures 3(a)-(b).
Note the excellent agreement of solutions from marching technique (with natural initial conditions) and normal-mode
eigenfunctiou. The bcha-;ior of the perturbation velocity profiles when Hall's initial conditions are imposed can also be
seen in the figures. Figure 4 shows comparison of amplification rates from the marching technique and normal-mode
analyses. The amplification histories for marching technique solutions with Hall's as well as the natural initial conditions
are as described earlier. The amplification rates from normal-mode analyses with parallel and quasi-parallel basic flow are
also in excellent agreement with each other. The widely differing neutral curves which are a result of the various basic flow
approximations are shown in figure 5 while figure 6 shows the variation of n-factors with A. The most amplified Gortler
vortex wavelength was A ; 210 in all cases.

The major conclusions of this study [21,221 are:
1. When physically realistic initial conditions are imposed, the NMA and marching technique produce identical results.
2. Neglecting various non-parallel basic flow terms in the NMA produced significantly differing neutral curves, but their

impact on the integrated amplification was minimal.

Experiments

The firs, experiment to visualize G6rtler vortices was conducted by Gregory and Walker [24) using the china clay method.
A number of experiments have since been conducted to visualize the G6rtler vortices as well as to me, ire their velocity
profiles [25-35). A common feature of all these experimental studies is that the pressure gradient along the concave wall
was manipulated by adjusting the opposite tunnel wall, i.e., essentially carried out in internal flows where the pressure
gradient is determined by mass flow. However, in external flows the pressure gradient is primarily determined by the
surface geometry. Furthermore, in external flows, i.e., flow past airfoils, the laminar boundary layer is sensitive to the
positive pressure gradient that exists in the concave region resulting in either laminar separation or early transition. The



only way to avoid laminar boundary-layer separation problems on airfoils with concave curvature is by app!ying suction in
the compression regions.

Tile iii-st such experiment on a representative airfoil with suction in the concave region was conducted by Mangalam
and Dagenhart [13-161 at NASA Langley Research Center.

The G.Ortler vortex instability was examined on a 1.83 meter airfoil (figure 7) by Mangalam and Dagenhart [13-16]
in the Low-Turbulence Pressure Tunnel (LTPT) at NASA Langley Research Center. The experiment was conducted at
atmospheric pressure and Mach number ranging from 0.024 to 0.125. The airfoil was designed to consist of two parts: a
structural element and a test insert. The insert includes the leading edge and the upper surface back to mid chord, while
the structural element consists of the spar and remainder of the airfoil surface including a 10%chord flap. The objective of
this program is to verify the design technique proposed by W. Pfenninger (11 by conducting experiments on the same airfoil
with test inserts of different geometries and comparing their amplification histories. The test insert in this experiment had
a continuous curvature distribution in the concave/convex region. The curvature distribution in the test region is shown
in figure 8. The concave region extends from xc = 0.175 to x/c = 0.275 with a minimum radius of curvature of 0.24
ii. Attached flow in the compression region was insured by applying suction through a perforated titanium panel. This
suction region was divided into three spanwise suction strips, with suction in each strip independently controlled by its
own needle valve. The airfoil was specifically designed to have a relatively flat or slightly favorable pressure distribution
upstream of the concave region (figure 9). This was maintained by using the 10% chord flap to control the stagnation point
location. The G6rtler vortices were visualized using sublimating chemicals and a specialized, single axis, three component
laser velocimeter was used to study the flow field in the test region.

A thin layer of solid white biphenyl material was sprayed over the black model surface to visualize the flow. Depending
on the free stream velocity, 30-60 minutes were required for the pattern to emerge. The representative flow patterns at
Re,. of 2.24. 3.21, and 3.67 million are shown in figures 10(a)-(b), respectively. The perforated titanium suction panel is
visible at the upstream edge in each photograph. The dark streaks represent regions of high shear where the chemical layer
has sublimed to reveal the black surface whereas the white streaks correspond to regions of low shear. While no streaks
were observed upstream of the concave zone, the streaks downstream of the suction panel were essentially uniformly spaced
along the span. The wavelength of the Gortler vortices, represented by a set of dark and white streaks, was determined
by averaging the number of pairs of streaks over a 15-45 cm span. The dimensional wavelength was observed to remain
unchanged throughout both the concave and convex regions. Though vortex damping was indicated by considerable
decrease in contrast in the convex region, the streaks remained visible all the way up to the jagged transition line.

Laser velocimeter measurements were made at several streamwise locations at Re, of 1.0, 2.1, 3.1, and 3.67 million.
Some representative measurements and results for Re, of 2.1 million are shown in the following figures. Figure 11 shows
the spanwise variation of streamwise velocity at x/c = 0.25 for different heights above the model surface. The spanwise
periodicity of the streamwise velocity component is evident in this figure with the wavelength of this variation being about
0.3 cm. The maximum disturbance amplitude occurs at y = 0.09 cm above the model surface. Figures 12(a)-(b) show
the spanwise variation of the streamwise perturbation velocity and the power spectral density function for z/c = 0.25
and height of 0.09 cm above the model surface. While the spanwise periodicity is again quite evident in figure 12(a), the
streamwise velocity perturbations can be seen to vary by ±8% of the local edge velocity. The PSD shown as a function
of the wavelength (figure 12(b)) clearly indicates the dominant wavelength to be 0.3 cm. This is also in agreement with
the wavelength observed in flow visualization efforts. Results similar to those in figures 11 and 12 obtained for other
measurement locations as well as for different Re, are available in references 13-16.

The major findings of this experiment [13-161 can be summarized as follows:

1. The Gortler vortices were essentially uniformly spaced in the concave and the convex regions right up to the transition
line.

2. The vortex wavelength remained fixed at a given freestream condition, varied appreciably with changes in freestream
conditions, and was repeatable in both flow visualization and laser velocimeter measurements.

3. The vortices amplified in the concave region and sharply damped in the convex region.

4. The phase relations for the G6rtler vortex velocity components U, V, and W are

U(X, y, z) - cos(az)

V(z, y, z) - cos(az + 7r)

W(x, y, z) - cos(az ± ir/2)

COMPARISON OF EXPERIMENTAL RESULTS WITH THEORY

The Gortler vortex instability on the airfoil tested by Mangalam and Dagenhart in the LTPT is now theoretically
examined using the marching technique. The relatively flat pressure distribution, i.e., the Blasius-like boundary layer
upstream of the concave region and the continuous concave/convex curvature provides for ideal comparison with present
theory. While no significant variation in vortex wavelength with changes in freestream parameters was observed by other
experimenters, Mangalam and Dagenhart [13-161 clearly observed vortex wavelength variation that was fairly well predicted
by classical linear theory [91. Computations were carried out to see if the marching technique predicted a unique most
amplified G6rtler vortex wavelength. The governing partial differential equations were integrated starting in the concave
region with initial conditions from normal-mode analyses. For a given chord Reynolds number, Re,, varying the dimensional
G6rtler vortex wavelength in the computations was seen to have a direct effect on the ratio of maximum amplitude to initial
amplitude of the perturbation velocity components. Figure 13 shows the variation of the ratio of the maximum amplitude



to the initial amplitude of the streamwise perturbation velocity compoL.. ut with uimensional vortex wavelength for Re, of
1.0, 2.1, 3.1, and 3.67 million. It can be seen that for a given Rec a unique most amplified Gortler vortex wavelength is
predicted: this wavelength is dependent on the chord Reynolds number and decreases with increase in Re,. Present theory
unambiguously predicts a unique most amplified Gortler vortex wavelength which clearly varies with freestream conditions.
If the maximum amplification were expressed in terms of n-factors (logarithm of the amplification ratios), the distinction
would be less apparent than in the above figures. Figure 14 shows the experimentally observed wavelengths and theoretically

most amplified Gortler vortex wavelengths plotted as functions of the maximum Gortler number. Experimentally observed
and theoretically most amplified G6rtler vortex wavelengths are in excellent agreement.

We now compare solutions from the marching technique with experimental observations for Re, of 2.1 million. At this
Reynolds number the dimensional wavelength of the vortices is 0.3 cm. The experimental streamwise velocity perturbations
for 15.0, 25.0, and 27.5"/ chord locations are shown in figure 15 as the variation of Urms/Ue versus 77. Perturbation velocity
profiles at other chord locations and Reynolds numbers are available in references 14 and 15. The streamwise perturbations
were seen to amplify throughout the concave zone which extended from x/c = 0.175 to x/c = 0.275 (figure 16). An
interesting point to note is the presence of Gortler vortices upstream of the concave segment at 15% chord. Some data
from locations in the convex region starting from x/c = 0.275 exhibit double peaked profiles which could not be compared
through classical NMA.

Let us now follow the development of Gortler vortices along the concave and convex regions of the airfoil. The governing
partial differential equations which are parabolic allow for the solution to proceed through the concave and into the convex
region with ease. For the first time, the nature and sequence of events occurring in the convex region of an airfoil is
computationally examined by the present technique. Typical velocity profiles and the corresponding vector plots are shown
in figures 17-22. The perturbation velocity profiles and the corresponding vector plots clearly show the well known features
of Gortler vortices in the concave region. We observe in figure 17(b) that a local streamwise velocity deficit is produced by
the upwelling flow at the center of the plot frame. At each end of the frame the action of the V-component is to produce a
local surplus in the streamwise velocity. The streamwise surplus produces a local increase in surface shear while the deficit
causes a local decrease in the surface shear. It is this spanwise sinusoidal variation of surface shear stress which produces
the alternating black and white streaks in the flow visualization photographs (figures 10(a)-(b)).

Figures 18-22 show the perturbation velocities and the velocity vector plots in the 77 - z plane. The V-perturbation
velocity is particularly sensitive to changes in curvature. The effect of a decrease in the concave curvature has been to
decrease the relative amplitudes of V and W, while U continues to amplify (figure 23). The V and W components not only
continue to decrease in amplitude but also change sign in the convex zone. By x/c = 0.29 the V-perturbation velocity is in
phase with the U-perturbation velocity whereas in the concave zone they were out of phase by 7r radians. Proceeding further
downstream, the shape of the U-perturbation profiles change and by x/c = 0.31 the U- and V-perturbation velocities are
once again out of phase by ?r radians. The corresponding velocity vector plots in the convex region reveal a very interesting
picture. As one proceeds from the concave to convex region, the original vortex pairs lift off the surface and dissipate
over a very short distance, while a new layer of counter-rotating pairs of vortices begins to form near the surface. In this
region the streamwise velocity profiles are double peaked and similar to the experimentally observed disturbance profiles.
A comparison of the experimentally observed spanwise distribution of the streamwise velocity at various y-locations in the
concave and convex regions shown in figures 24(a)-(b) further confirms their presence. While the streamwise velocity at
different y-locations are in phase along the span in the concave region, a clear phase shift is evident in the streamwise velocity
variation in the convex zone indicating the presence of double peaked streamwise disturbance profiles. Another consequence
of the formation of this new system of vortices is a reorganization of the spanwise surface shear stress distribution. As
one proceeds from the concave to the convex zone, regions of maximum surface shear become regions of minimum surface
shear and vice-versa, i.e., the spanwise periodicity of shear stress distribution is shifted by a half wavelength. The region
between the shifts is highlighted by a decrease in the amplitude of U- as well changes in its shape and sign. This results in
a decrease in spanwise variations of surface shear stress in this region. Flow visualization photographs and a sketch (based
on experimental run logs maintained by Mangalam and Dagenhart) of the sublimating chemical pattern in the test region
shown in figures 25(a)-(b) clearly confirm the occurrence of this phenomenon. Clear shifts in the pattern of dark and white
bands can be seen at x/c . 0.29. This phenomenon was reported in an earlier paper [15] as "apparent vortex mergers." In
the region separating the concave and convex zones, a spanwise fairly uniform surface shear is indicated by the presence of
a narrow patch of the white sublimating chemicals. This is the region where the original pairs of Gortler vortices from the
concave region are lifted off and a new set of counter-rotating vortices begin to form near the surface. Further downstream,
the streak pattern is reestablished with a half wavelength shift from the pattern in the concave region. The locations of the
experimentally observed spanwise half wavelength shifts in surface shear stress distribution agreed well with the theoretical
predictions based on the technique developed by the authors.

CONCLUSIONS

1. A powerful technique using normal-modes as initial conditions has been developed for design problems involving G6rtler
instability.

2. Computed most amplified G6rtler vortex wavelengths are in excellent agreement with experimentally observed wave-
lengths over a wide range of chord Reynolds numbers.

3. Some hitherto unknown behavior of G6rtler vortices in the convex region (vortex lift-off phenomenon, double peaked
streanwise perturbation velocity profiles, half wavelength shift in spanwise shear, and phase shift in spanwise distribution
of streamwise' velocity) was discovered from the marching solutionq and confirmed by experimental observations.
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APPENDIX

Theoretical Formulation

Consider the stability of a viscous incompressible flow along a concave wall with radius of curvature K. An orthogonal
curvilinear coordinate system (x, y, z) is employed with xdefined along the surface in the streamwise direction, y normal to
the surface, and z perpendicular to the x - y plane. The flow is assumed to consist of a two-dimensional basic flow with
small three-dimensional perturbations superimposed. The velocity components are given by:

U(X Y, z) - U0 (X,y) + U'(X, y, z) + 0(f) (1)

V(z'y,z) = E 1V0(x,y) + V(X,y,z)] + 0(d) (2)

W (X, Y, z) =Ew1 (, Y, Z) + 0(E) (3)

and the static pressure

P(x, y, z) = pO(x, y) + E2pl(x, y, z) + 0(( 3) (4)

where U0 , V 0 , W 0 , and P 0 , are the basic flow velocity components and the static pressure respectively, while U, V ,W 1,
and P 1 a reperturbation quantities. The perturbation equations (1)-(4) are then introduced into the normalized Navier
Stokes equations, the basic flow quantities are extracted. The perturbation equations linearized by neglecting products of
the perturbation quantities are

U1 + V, + W, = 0 (5)

uOu, + uOu' + v ul + u0v 1  + uL (6)

UOV+vOu' + vOv'+ vOv' + GvU OU' = -p + V1 + V1  (7)

U 0 w±1 +vOw, = -P z + W + W, (8)

with boundary conditions

U 1 = V W 1 = 0 at y=O,oo

Marching Technique

Following Hall 112), the perturbations are assumed to take the form

U' (X, y, z) = U(x, y) cos(az) (9)

V (x, y, z) = V(X, y) cos(avz) (10)

W'(x, y, z) = W(z, y) sin(orz) (11)

P 1 (z, , Y, z) = P(X, y) cos(,,z) (12)

Substituting the above equations into the linearized pertuibation governing equations (5)-(8), the following partial
differential equations are obtained.
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Ux + Vy + QVW =0 (13)

uOuX + u'u + VOu + uOv - uSS + , 2 U=o (14)

U0 Vx + VOU + VOVy + V°V + GvU°U + PU - Vyy + a 2 V 0 (15)

UOW + VOWy - avP - WyY + aZW = 0 (16)

The boundary conditions are

U=V=W=O at y=0,oo (17)

Initial conditions which correspond to some vortex perturbation imposed on the flow are necessary to specify the problem
completely since the above equations are parabolic in the streamwise direction.

The only assumptions in the above equations are: a)the invariance of the dimensional wavelength in the streamwise
direction, and b) the phase relationships between the perturbation velocity components. Both these assumptions have been
well established experimentally [13-16]. The above equations are valid for flows with pressure gradients, blowing or suction,
and variable curvature. No assumptions as to the nature of the streamwise variation of the basic flow or the perturbation
functions has been made.

The following new variables are introduced

= x, ,7 = Y/V'

Eliminating P and W from equations (13)-(16) and expressing the resulting equations in terms of the new variables, we
obtain

U77 + C1 UC + C2 U + C3 U,7 + C 4V = 0 (18)

V7,1717 + C5V',7 + C 6V C?71 + +C7V +
CSV,, + C9VC + CIoV + ClIU11 ,+
C12UE1 + C13 U,7 + C14UC + C 15 U = 0 (19)

where

Cl = -

C 2 = - [v° + a2]

C3 = U°./2 - v'-vO

C4 = y
CS = C3

C 6 = CI

C 7 = U° 
- 2Ca 2 + U°

C8 = -C 3 / 2 [-0 2V° - uO+ 7(UO + a2u°)/(2v/)l

c9 = 2 [uO + c 2 U0

SC2[0 4 CvoC11 = -xya

C1 2 = 2 3/ 2U°

C13 =2 2UOy

C14 =2 2UOy

C15= 2 [a 2 (VO + G, U0 + U zxy

The corresponding boundary conditions are

U=V=V,7=0 at i7=0,oo (20)

and the initial conditions

U = U(,?) V = V(?) at C= (21)

An implicit, second order accurate finite difference scheme was used to integrate the partial differential equations. The
basic flow assumed for the present calculations is the Blasius boundary layer.
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THREE-DIMENSIONAL BOUNDARY LAYER
TRANSITION ON A CONCAVE SURFACE
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R.I. Crane

Department of Mechanical Engineering
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SUMMARY

Measurements of streamwise mean and r.m.s. velocity, intermittency factor and energy spectra are reported for a laminar
boundary layer undergoing transition on a concave wall in the presence of a naturally-occurring Gortler vortex system,
concentrating on a particular vortex pair. The ratio of boundary layer thickness to wall radius at the start of curvature was
0-01. Non-linear amplification of the vortices, followed by spanwise meandering and a secondary instability, preceeded
transition, which was defined in terms of the intermittency factor after filtering out low frequencies associated with this vortex
behaviour. Transition was initiated in the vortex upwash region and apparently completed within a streamwise distance of only a
few boundary-layer thicknesses at both upwash and downwash locations, implying rapid lateral spreading of turbulence. With
considerable velocity profile distortion prior to transition, values of momentum thickness Reynolds number and Gortler number at
start of transition, either upwash-localized or upwash-downwash averaged, did not correspond well with established correlations
for flat surfaces or with earlier concave-wall studies.

INTRODUCTION

The operational characteristics and the efficiency of turbomachines are strongly influenced by the behaviour of the boundary
layers developing on the blading surfaces. In the case of gas turbines, operating at turbine inlet gas temperatures substantially
above the structural limits of the high-temperature alloys used for the components, blade boundary layer flow and convective
heat transfer predictions are of great importance at the design stage, principally in order to minimize the requirements for blade
cooling air but also to optimize blade aerodynamic efficiency. A particular area of interest is the blade pressure surface where
considerable uncertainty can exist over the boundary layer state at a particular streamwise location. This is expected in a
boundary layer containing laminar, transitional and turbulent regions, subjected to the destabilising effects of concave curvature
and turbulent energy entrainment from the free-stream and the stabilising influence of a favourable pressure gradient, with the
possibility of a three-dimensional Gortler vortex structure.

Pressure surface boundary layers which possess three-dimensional characteristics are unlikely to be predicted accurately by
the two-dimensional codes in current use. The deficiencies mainly exist in the modelling of laminar/turbulent transition, which
is done explicitly in the earlier (and still commonly used) codes by empirical correlations, e.g. [11, to fix the start ano length of
transition. The more recent and generally more successful two-dimensional prediction codes employ low-Reynolds-number
higher-order turbulence modelling, e.g. [2], to compute automatically through transition. Poor agreement has often been found
between predictions and experimental data for blade pressure surfaces, as demonstrated for instance by Daniels and Browne [1]
who compared cascade measurements with numerical predictions from five different models. Further work is needed to attain a
higher level of understanding of the process and characteristics of transition on concave surfaces and hence 'tune' the prediction
models in order to obtain higher reliability and accuracy.

Transition may sometimes be initiated via a separation bubble near the leading edge; most prediction methods would be
unable to compute through laminar separation with turbulent reattachment. Furthermore, blade rotation, compressibility,
vibration, surface roughness variation, etc. make the behaviour of the boundary layer even harder to predict. However, it is
widely believed that Gortler vortices are involved to some extent in natural transition on concave surfaces, and that their
development and breakdown should be the subject of further research. Such flow structures have been observed [3] on blade
pressure surfaces in cascade experiments. Conditions in gas turbine engines are appropriate for their occurrence, and they may
play a major role in the transition process as well as possibly increasing laminar heat transfer rates.

The aim of the present work is to provide experimental information on the fundamental processes involved in the
breakdown of adiabatic laminar flow on a concave wall and to identify the characteristics of transition through successive stages
of vortex non-linear development and unsteadiness. It is hoped that the results, together with those of similar work elsewhere,
e.g. [4], will enable existing codes of the 2-D parabolic finite-difference type (with low-order turbulence models) to use
improved spanwise-averaged transition criteria and hence provide a short-term means to more reliable blade heat-transfer
predictions. Such prediction codes, e.g. GENMIX [5], still stand as good a chance of producing usable predictions, e.g. [6], as
higher-order and more elaborate codes, e.g. [71, having the advantage of being fast and cheap to run.

This paper describes adiabatic flow experiments on a constant-curvature wall at momentum thickness Reynolds numbers and
Gortler numbers not too different from those expected under gas turbine working environments. It complements the
measurements of [8] and includes flow visualization, streamwise and spanwise variations of mean and r.m.s. streamwise velocity,
measurements of the intermittency factor, and energy spectra before and during transition. The tests %ere carried out mainly
within a particular Gortler vortex pair.

EMPIRICAL PREDICTION OF TRANSITION

A great deal of theoretical and experimental work has been done on the instability of laminar boundary layers and in
oetermining criteria for modelling transition, which is characterised by the intermittent appearance of turbulent spots moving
downstream with the fluid, with laminar flow in their trail. Turbomachinery blading predictions have frequently ignored the
transition region and considered a step change from laminar to turbulent flow, an assumption which produced inaccurate
assessments of boundary layer behaviour owing to the relatively large extent of the transition region. Empirical transition
modelling consists of identifying the start and end (or length) of transition and also the variation of flow properties within that



9-2

interval, commonly determined by the variation of the intermittency factor -y defined for any point in the flow as the fraction of
total time that the flow is turbulent. Several correlations exist for the start of transition on a flat surface. Most of them are
in terms of the momentum thickness Reynolds number Reos at transition start, as for instance that by Abu-Ghannam and Shaw
[9]:

Re OS - 163 + exp[F(Xo) - F(X) T.]

where F(X0) is a function of the pressure gradient parameter X 0= (02/P)(duel dx) and Tu is the free stream turbulence level
(expressed as a percentage). (0 is the momentum thickness, ;, the kinematic viscosity, ue the boundary-layer edge velocity and
x the streamwise co-ordinate.) Similar formulae for the transition onset point are given in [10 - 12] etc. and are in broad
agreement for flat plate transition for zero and adverse pressure gradients, whereas for favourable pressure gradients some, e.g.
[91, predict a more rapid increase of Reos with increasing X0 and Tu than others. Similar work has also been published for
estimating the transition length (or end point), as for instance in [9]:

ReOE - 540 + 183.5 (ReL x 10
-
5 - 1-5)(1 - 1-4X0 ) (2)

where ReL is the Reynolds number based on transition length L, or by Dhawan & Narasimha [13] who produced a similar
relation linking ReOE to Reos. The latter authors also gave a popular description of the variational form of intermaittency
within the transition region, namely:

- - 1 - exp(-A 2 ) (3)

where A is a constant and t a normalised strearwise co-ordinate in the transition zone. Other types of functional distribution--
for -y (mainly exponential) can be found in [14], [15], etc. Introducing curvature adds the complication of a centrifugal force
acting on the flow. Comparatively little is known about the effects of curvature on transition although a number of
investigations have been made on the topic from as early as 1943 by Liepmann [16] until the present time, e.g. [4], [171. The
earlier data was combined with other factors affecting transition in the model of Forest [b6 which included the Gortler number
G o in the modelling equations and took into account the effects of curvature, pressure gradient, and free-stream turbulence
through semi-empirical equations including the modification of the turbnlen. mixing length Qc. He considered transition to be
the outcome of the combination of two different types of instability, the Tollmien-Schlichting type and the Gortler type. The
resulting correlations, used by a number of gas turbine manufacturers, appear to produce mainly acceptable predictions on blade
suction surfaces but not on pressure surfaces, seemir 6,y the weak point of all prediction methods. Broad agreement exists in
the treatment of the mixing length under the afects of curvature, e.g. [18], [191. Work has also been reported on the
curvature effects on the thermal diffusivity (20]. Transition suppression or flow relaminarization should also be considered for
accelerating flows such as on the surtaces of prescribed-velocity-distribution blades. The Jones & Launder [21] relaminarization
criterion, i.e. K (velocity graJient parameter = r/u2 du/dx) greater than 2.5 x 10-

6, is in common use, while Brown and
Martin [22] suggested tl'at the sare criterion be applied to design for the prevention of transition.

Assessment of the flow properties of a transition region by methods such as those in [6] and [231 requires knowledge of the
state and characteristics of the laminar and turbulent counterparts that comprise it. Once they are known they can be linked
together by weighting them through an equation of the form:

Deff - DQ + yDt  (4)

where -y varies from 0 to 1, gradually switching on the turbulent diffusivity Dt and adding it to the laminar diffusivity Do.

To improve confidence in finite difference codes incorporating such transition region predictions (pending the further
development and acceptance of higher-order models which compute automatically the transition region development), more
experimental evidence is needed to support the models and establish reliable values for important thresholds necessary for the
codes to run. This is especially true in the case of curved surfaces.

EXPERIMENTAL ARRANGEMENT

Flow rig

The flow rig used was of the closed circuit type, shown schematically in Fig. 1. Water was chosen as the working fluid to
simplify flow visualization and laser Doppler velocity measurement. The flow was gravity-driven, with a constant-speed radial
pump serving to transfer water from the reservuir tank to the header tank. 13 m of piping (dashed outline on Fig. 1) was
inserted upstream of the header tank to damp out any vibrations or pressure waves coming from the pump that could affect the
hot film anemometer readings by introducing unwanted frequencies. A 5 kW heater was incorporated in the system to help
maintain a constant water temperature. The flow was monitored using a cone-and-float flowmeter. The settling chamber, fed
from the header tank, contained a bank of glass balls (24 mm dia.), perforsted plates and four brass woven screens of 1 mm
mesh size. Fig. 2 illustrates the 90* constant-cross-section bend, with outer wall radius R = 500 mm; it was preceded by a
9:1 area-ratio concave-convex-wall contraction and followed by a 1 r length of straight duct. The aspect ratio was 6:1.
This arrangement provided a suitable Gortler vortex configuration, repeatable from run to run.

Instrumentation

A laser-Doppler anemometer (LDA) was used for mean and r.m.s. velocity measurements and a constant-temperature
hot-film anemometer (CTA) for detection of the start and end of transition and evaluation of the intermittency factor Y. The
CTA was preferred to the LDA for intermittency factor because of the large signal dropout from the LDA, compared to the
CTA's continuous signal. Only the strearwise component of velocity was measured, mean and r.m.s. values being denoted by U
and i respectively. The LDA system was operated in the forward-scatter fringe mode using a 5 mW He-Ne laser. Signals
were processed by using a Cambridge Consultants CCO8 frequency-tracking demodulator. The maximum uncertainties in U and

were estimated as ±3% and !4% respectively. The CTA probe was a Dantec 55RIS boundary layer fibre film probe,
powered by a Dantec 56C CTA system. Its active length was 1 .25 mm, the operating temperature 120"C and the overheat
ratio I .3. The quartz-coated waterproof probe was mounted on a traversing mechanism providing one translational movement
in the spanwise (vertical) direction z and rotation about a z-axis offset in the streamwise (x) direction from the probe head.
allowing measurements to be taken along an arc approximating to the y direction (normal to the curved walls). The probe was
inserted into the test section through one of a set of holes on the top end-wall of the channel (shown in Fig. 2), depending
on the streamwise location where measurements were to be taken. The correct positioning of the probe was occasionally
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checked by focusing the laser beam intersection, whose precise location was known, on the sensor element of the film probe. A
more detailed description of the LDA and CTA systems is given in [8] and [14].

The data acquisition system for both the LDA and CTA consisted of a Tecmar AD211 12-bit analogue-to-digital
converter and Apple lle microcomputers (one for each system). The stored data, sampled at 4 kHz, was processed using
purpose-written assembly language programs. For the CTA system the input to the AID converter was conditioned through a
dual (high and low pass) filter and a precision gain-and-offset amplifier. The software processed eight batches of 17000
samples each, giving the mean and r.m.s. velocities and intermittency factor values in less than one minute. Filter settings,
critical to the results, were selected after an extensive investigation of tht flow frequencies using a spectrum analyser. This
involved consideration of: (a) the value of U/6 (U = core flow velocity, 6 = ooundary layer thickness) indicating the frequency
of the 'argest eddies; (b) the values of preferred frequencies in the flow durin, the later, unsteady stages of Gortler vortex
development; (c) values of unwanted frequencies which had to be excluded, such as the pump impeller blade passing frequency;
(d) electronic noise of the order of kHz. High pass filter settings varied from 3K" Hz to 8 Hz as the probe location moved
downstream and 6 increased. Low pass filtering was set to 60 Hz for locations prior to the middle of the bend (, = 450;
angle , defined in Fig. 2) and then increased (through 100 Hz at p = 600) until the bend exit. Extensive testing of the
software for intermittency evaluation (using electronically simulated turbulence signals and a flat-plate boundary layer flow)
indicated that any measured value of -, exceeding 90% should be taken to tepresent fully-turbulent flow. On-line plotting was
provided using an Acorn BBC-B microcomputer coupled serially to the Apple (because of its superior graphics facilities),
building up mean and r.m.s. velocity profiles as the experiments were being carried out. Energy spectra of the flow fluctuations
were obtained throueh the CT'A ,ystem t,; feeding the unprocessed hot-film probe output to a spectrum analyser (Spectra
Dynamics). More details of the instrumentation have been given in [8] and [14]. Flow visualization was Lariicd out usin; t'e
hydrogen bubble technique, proving invaluable in identifying the location and shape of vortex pairs and indicating the most
appropriate streamwise and spanwise positioi "or LDA and film probe traversing. By switching the current through the cathode
wire (25 pm dia) successive rows of bubbles ("time lines") were generated to give an indication of the spanwise distributions of
mean velocity, while continuous sheets of bubbles were more useful in revealing vortex growth and breakdown.

Experimental procedure and flow conditions

The flow rate was set at 190 Q/min, corresponding to Rea (based on channel width a = 50 mm) of 10500; this gave an
initially laminar boundary layer which became fully turbulent (in the sense of near-unity intermittency factor at all spanwise
locations within the chosen vortex pair) and also ceased to exhibit spanwise variation of mean velocity before the bend exit.
Measurements were obtained at two spanwise (z) positions, aproximately 185 and 192 mm from the channel bottom,
corresponding to the regions of upwash, where low momentum fluid is swept away from the wall, and downwash, where
core-flow fluid moves towards the wall. The spanwise positions of these two regions varied slightly (1 - 2 mm) between
streamwise stations. The LDA and CTA measurements were made at 11 streamwise stations, at distance intervals selected to
ensure an adequate number of measurements within the transition region. Streamwise pressure gradient was small and slightly
favourable (K < 0.12 x 10-6); the streamwise variation of potential wall velocity u PW is plotted in Fig. 3. The turbulence
intensity in the pseudo-potential core flow was in the range 2 - 3%. Traverses in the y-direction were made in 2 mm steps
within the boundary layer and in 4 mm steps outside. Although the LDA and CTA traverses were carried out separately,
frequency analysis and intermittency measurements were taken simultaneously, recording spectral plots at every location where T
was evaluated.

RESULTS

The particular vortex pair chosen for the measurements exhibited the full range of phenomena associated with Gortler
vortex development, e.g. [24], within the 900 of the bend. From the mean velocity profiles in Fig. 4a, diferences between the
regions of upwash and downwash become apparent at P = 170, the vortices developing further with increasing streamwise
distance and growing into the core flow. Vortex wavelength X and spanwise position remained virtually unaltered through the
bend. Boundary layer thickness 6 varied from 5 mm (61R = 0.01) at p = 70 to 25 mm (61R = 0.05) at P = 830.
Except in these early and late stages of vortex development, large spanwise variation was observed in boundary layer parameters
(6, displacement thickness &*, 0) between upwash and downwash.

The variation of intermittency factor with streamwse distance (Fig. 5a) indicates transition starting near p = 32* and
finishing by o = 39* , implying a very short transition length (typically 46 at upwash). The profiles of intermittency (Fig. 5b)
show zero or very low -y values over the whole of the boundary layer (in the y - z plane), abruptly increasing to fully
turbulent values (y > 90%), again for the whole of the boundary layer, within the short transition interval. The intermediate
stage at ,, = 350 where -y (spanwise averaged) is approximately 0.5 is the only location where two local maxima are observed
in the -y vs y curves, one near the wall and another in the high-shear region away from the wall. Fluctuating velocity (R)
profiles (Fig. 4b) also show a second local maximum attaining its highest value at p = 39*. The two local maxima, which
may both mark sites for breakdown of the flow and generation of turbulence, are slowly smoothed out due to diffusion on
moving downstream.

Streamwise variation of integral boundary layer parameters is shown in Fig. 6. Momentum thickness Reynolds number Rea
is approximately equal to 120 and Gortler number G o is equal to 3 at p = 7*, with little difference between upwash and
downwash. Before and during transition, Rea and Go at upwash increased monotonically with streamwise distance, reaching 500
and 30 respectively at the measured transition start position, then approaching 650 and 45 respectively at transition end with a
reduced rate of increase. Values at downwash remained below Re0 = 100 and Go = 4. Following the end of transition, the
upwash and upwash-downwash averaged values of Re0 and G o decreased, approaching their bend-entry values near the bend
exit, where the intermittency was everywhere near unity and the spanwise variation in velocity almost vanished. For V, > 80",
Ren appears to be very low for sustaining a turbulent boundary layer, but may be influenced by the favourable pressure
gradient as the end of curvature is approached. Upwash-downwash averaged Rea at transition start was approximately 260
(O/R , 0.0025) compared with Rea 6 190 calculated for the same streamwise station on a flat plate (effective boundary layer
origin based on the measured boundary layer thickness at p = 7*). Flat-plate transition would be expected [9] to start at
Rep = 200 for the present 3% core-flow turbulence intensity. Based on the single vortex pair measured, it appears that the
effect of the vortex system (and other influences of curvature) was to increase the boundary layer growth rate such as to delay
transition in terms of Re0 but not in terms of Rex . This contrasts with earlier measurements [8] on a higher-curvature
surface, where upwash-localised Re0 at transition start was reasonably close to the flat-plate transition-onset value. However,
neither the present data nor those of [8] are directly comparable with the more comprehensive data of (17], for which O/R
values were much smaller than those of the present authors and where velocity profiles did not suffer the same degree of
distortion. In the present flow, the upwash-downwash averaged Re6 is not representative of a spanwise average, since
dowwash regions occupy a greater fraction of the span than upwash regions following distortion of the vortices.
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Photographs of hydrogen bubbles showing streaklines, time lines and cross sectional patterns of the flow are presented in
Fig. 7. The streaklines show that vortex pairs at different stages of development coexist at the same streamwise location; time
lines and cross-section views also indicate that neighbouring vortex pairs can possess widely differing strength and size.

After the initial formation of the vortices in the early part of the bend, their development until they reach a turbulent
state may be divided into four stages. During the first stage, here called linear because of the correspondence with the
idealized vortex structure described by mathematically linear equations, the vortices approximate to pairs of longitudinal rotating
cylinders with circular cross-sections. These become elliptic and sometimes skewed in the second, non-linear stage. The
vortex strength is continuously intensified due to the energy supply from the mean velocity and the centrifugal force fields. The
third stage, the transitional region, follows next, appearing to occupy the region from = 320 to p = 39*. Using different
filtering on the anemometer signal so as to alter the effective definition of intermittency and count only the "conventional"
turbulent spots, excluding the low-end preferred frequencies, the apparent transition region would shift downstream to between

= 40* and o = 47, the transition length remaining approximately constant. Transition manifests itself first by a meandering
motion of the vortices, here oscillating at approximately 16 Hz. Bippes and Gortler [25] and others have also reported
meandering mot;on in the early stages of transition. With the meandering motion still present another form of secondary
instability occurs 3 - 5° (approximately 26) further downstream in the form of a pulsating three-dimensional vortex, consistent
with a horseshoe-type vortex detected by Aihara and Koyama [26]. Although this secondary instability has been associated with
the high-shear zone in the upwash ii vs y profile, inflections in the d vs z distribution have recently [27] been suspected to
play a more important role. As this vortex breaks up, "pulsing" at around 28 Hz produces turbulent spots which from then
onwards populate very rapidly and eventually combine into turbulent flow, while retaining the counter-rotating vortex character
of the primary instability. This is the fourth and final stage. Eventually, turbulent diffusion evens out any spanwise velocity
ditterences, resulting in near-homogneo., tuibulence near the bend exit. The two preferred trequencies, 10 and 28 HL, whose
values are likely to be related to the specific characteristics of the present flow (disturbance source, curvature, flow rate etc.)
were attributed to the meandering motion and the horseshoe vortex movement respectively. The normal distance y where the
spectra indicated maximum energy in the preferred frequencies was consistent with the upwash high-shear zone, where the
fluctuating velocities also peaked during transition (Fig. 4b). Fig. 8 shows frequency spectra at upwash, (a) at o = 23, before
transition, where only low frequencies appeared, (b) at p = 350, during transition, where the two preferred frequencies are seen
together with higher frequency turbulence, and (c) at o = 540, after transition, where the preferred frequencies slowly fade out
but the meandering motion still persists into the seemingly turbulent boundary layer. Spectra at downwash were similar,
exhibiting a small lag, which suggests a rapid lateral spread of turbulence, expected with the counter-rotating motion
redistributing momentum within the boundary layer.

The amplitude A of the spanwise distribution of ii, taken at the distance from the wall where it peaks and normalised by
the potential wall velocity, provided an indication of the state of the boundary layer. As shown in Fig. 9, A increased from
zero near bend entry to reach around 0.3 at transition start, and fell to 0.2 at transition end. The decrease in A following
transition start was the result first of vortex unsteadiness then also of turbulent diffusion, which increasingly smeared out the
time-mean spanwise variation in velocity. This variation in A, peaking at around 0.3, matches that found previously in
another flow rig [24].

Consistency of the results with concave wall boundary layer stability theories [28] is demonstrated in Fig. 10 by plotting the
experimental results on a stability chart calculated by Finnis and Brown [29]. The values of G o plotted against ce a (where ot is
the wave number 21r/X) lie on a straight line corresponding to constant wavelength X = 16 mm (as measured).

A limited attempt was made to establish a criterion for transition start, by varying the bulk flow velocity and detecting the
location of transition start (defined by y =  1001b). Over a range of Rea from 6300 to 12900, upwash Re 0 at transition start
was between 460 and 500, which can be translated (using the model of [9]) into approximately 400 for -y = 0 - 1%. This
value is twice as high as predicted using published criteria as in [9] or [101 for the same free stream turbulence level and zero
pressure gradient on a flat surface. Furthermore, upwash Gortler numbers at transition start were in the region of 20 - 25,
four to five times higher than predicted using Forest's [6] correlation which predicts a maximum limiting value of G o of 9.

CONCLUSIONS

After initial formation of the vortex structure in the early part of the bend, its development followed the well-documented
linear and non-linear stages before the onset of a meandering motion and a secondary horseshoe-type dynamic instability
leading to transition. Transition appeared to start at the upwash region of a vortex pair, at a distance from the wall where the
r.m.s. fluctuating velocity peaked in the high-shear layer. Lateral spreading of turbulence to the downwash region was rapid.
The transition region, as defined by a change in intermittency factor from 10% to around 90%, was short compared with those
often inferred from heat transfer measurements on concave walls or blade cascade pressure surfaces; this suggests that gradual
rises in heat transfer above laminar levels may be due in part to pre-transitional vortex unsteadiness. The energy spectrum
during flow breakdown on the concave wall showed two preferred frequencies, unlike those for flat plates.

Velocity profile distortion caused widely differing variations of Re 6 and G o between the upwash and downwash regions.
Established correlations for start and length of transition on flat walls were found not to apply to the present flow.
Upwash-localised and upwash-downwash averaged Re6 at transition start were found to exceed those expected on a flat surface;
this is apparently at variance with the results of other investigations but the present values are not representative of a spanwise
average Re6 as a result of vortex distortion after the linear phase of development. This result together with previous work
suggests that Rea and G o are not necessarily appropriate parameters for formulating a transition criterion for concave walls.
Other factors pointing towards this conclusion are the observations that vortex pairs at different stages of development coexist at
the same streamwise location, and also integral boundary layer parameters (e.g. 0) are based on a dynamic layer development
resulting not only from fluid viscosity but from efiects related to the Gortler vortex presence as well.
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CURVATURE EFFECTS ON THE STABILITY OF THREE-DIMENSIONAL
LAMINAR BOUNDARY LAYERS

by
F. S. Collier, Jr. and M. R. Malik

High Technology Corporation
P.O. Box 7262

Hampton, Virginia 23666
USA

SUMMARY

The linear stability equations for compressible, three-dimensional laminar boundary layer flow are derived in an orthog-
onal curvilinear coordinate system. The system of equations is solved using a finite difference scheme in order to study the
effects of streamline and surface curvature and compressibility on the stability of the flow past a swept wing. It is known
that convex surface curvature can have a stabilizing effect on the laminar boundary layer. Conversely, concave surface
curvature can be destabilizing. The magnitude of these effects for swept wing flows is determined.

Results indicate that amplification rates and hence, N-factors, for the flow over the convex upper surface of a swept
wing can be reduced by about 15 to 45 percent when curvature effects are included in the linear stability analysis. The
results of the calculations show that concave curvature destabilizes "crossflow" type disturbances with a significant increase
in amplification rate. In addition, comparisons are made with some experimental results on a swept concave-convex surface.
Calculated velocity vector plots show good agreement with observed disturbances in the laminar boundary layer over the
concave surface.

LIST OF SYMBOLS

A disturbance amplitude
a radius of curvature of wing surface
C streamwise chord length of wing
C constant pressure specific heat and pressure coefficient, (p - p.)/q.
Cq suction coefficient, (pW)w/(pU)e
e,3  rate of strain tensor components
f disturbance frequency, Hertz
GL Gortler number, RL(Ik)

/ 2

g1,2 metric coefficients for the x, y, z system of axes
hl,2  metric coefficients for the C, r7, z system of axes
H static enthalpy
k laminar thermal conductivity
L characteristic length, (VeS/Ue) 11 2

LID lift to drag ratio
M Mach number
N ln(A/Ao)
p static pressure
Pr Prandtl number, MC/k
q, component of heat flux vector, q
r radial coordinate in the cylindrical polar system r, 0, q
R reference Reynolds number, Ue*/Ve
Rc freestream Reynolds number, U,,C/v.
Rcf crossflow Reynolds number, XmazA0.oi/Le

RL Reynolds number based on L, U L/e
R gas constant
Rreal component
S surface distance along streamline path
s, c, w velocity components inside the boundary layer in the , r, z directions
t time
T temperature
TIC normalized airfoil coordinate
U total flow velocity, (u 2 + v2 ) 1/ 2

u, v, w velocity components inside the boundary layer in the x, y, z directions
X/C normalized streamwise direction
z, y, z set of fixed reference axes
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Greek
a, 3 real disturbance wave number in the and r directions, respectively
60.995 streamwise boundary layer thickness
V°  displacement thickness in the x direction
f angle between x and coordinate directions
17 coordinate direction in the wave aligned C, 17, z system
0 azimuthal coordinate in the cylindrical polar system r, 0, "
A infinite wing leading edge sweep angle
A second laminar coefficient of viscosity
A,, wavelength of the disturbance
At first laminar coefficient of viscosity
v !aminar kinematic viscosity

ratio of specific heats
coordinate direction in the wave aligned C, 17, z system
angle between the wavenumber vector and direction
angle between the external streamline direction and the x direction
complex disturbance frequency

p density
axial component in the cylindrical polar coordinate system r, 0, f

K bulk viscosity coefficient where te = A + 2p./3
k local surface curvature along inviscid streamline path normalized with L
a spatial amplification rate
r, stress tensor component
Vdisturbance orientation angle with respect to streamline direction
Xmax maximum mean crossflow velocity
AO.oi distance normal to surface at X = 0.0 1Xma

Subscripts

0 initial
e at the edge of the boundary layer
i imaginary part of a complex number
n normal to airfoil leading edge
r real part of a complex number
tr transition
w at the wall
0C in the undisturbed freestream

Superscripts

- ) mean (time averaged) quantity
- ) fluctuating quantity

disturbance amplitude function
Y )differentiated with respect to z

1. INTRODUCTION

The interest in the possible application of laminar flow control (LFC) techniques to commercial transports has dra-
matically increased in the past ten years in both the United States and abroad. Referring to Table 1, which compares an
advanced turbulent commercial aircraft to an aircraft with LFC incorporated in the design, a yearly savings of 4 million
dollars in fuel costs for that particular mission could be realized (see Ref. 1) . The LFC systems costs could be recovered in
the first six months of operation. It must be noted that these savings are based on fuel costs of $1.50 per gallon, but with
the dubious forecast of decreasing worldwide petroleum supplies these kinds of fuel costs will most certainly return.

To predict potential savings in fuel costs or improvements in aerodynamic efficiency as a function of total laminarized
surface area, one must be able to accurately predict the location of transition on complex three-dimensional geometries.
Pressure gradient, surface curvature, wall temperature, mass transfer and unit Reynolds number are known to influence the
stability of the boundary layer. It has been shown that the stability theory can be a useful tool to predict the onset of
transition if the dominant physical effects are accounted for. The major goal of this work is to study the effects of surface
and streamline curvature for compressible flows past swept wings. It is hoped that the extended theory will better correlate
swept wing transition data.

The crossflow instability for the flow past swept wings was first observed in flight by Gray (Ref. 2). He noted that
transition ocurred at flight Reynolds numbers lower than those for unswept wings. This type of instability is fundamentally
the same as that for the flow over a rotating disk. The rotating disk flow is easier to analyze and provides much information
about the crossflow instability. The linear stability equations which describe the stability of the boundary layer for this
class of problems was first derived by Stuart (see Ref. 3). Later, it was shown that the streamline curvature and Coriolis
terms included in the analysis stabilized the boundary layer significantly (Ref. 4). This idea was extended to the flow past
a swept cylinder. There again, the influence of the streamline and surface curvature terms were shown to be very stabilizing
for flows over convex surfaces (Ref. 5).

The current state-of-the-art method for predicting the onset of transition for laminar boundary layers is the er" method
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first proposed independently by Smith and Gamberoni (Ref. 6) and Van Ingen (Ref. 7) . Simply put, this semi-empirical
method involves computing the stability of the boundary layer in terms of the disturbance amplification rate which is then
integrated to yield the N-factor. The key to the method is the hope that at the transition location the N-factor will be a
single universal value for flows over smooth surfaces and in the absence of any "Morkovin bypasses". The e N method of
transition prediction seems to work well because of the fact that the linear region in the breakdown process occurs over a
relatively long distance compared to the nonlinear region (see Ref. 8). For two-dimensional boundary layers, Smith showed
the calculated N-factor to be near 9 at the measured transition location for low speed test conditions.

However, the situation is a bit clouded for flows of a three-dimensional nature such as those past swept wings where
crossflow disturbances are present and are strongly amplified. Previous studies have shown that the calculated N-factor at
transition varies in a range of about 7-11 (Ref. 8 and 9a). Some analysis of recent flight transition data on swept wings
have produced N-factors as high as 20 (Ref. 9b). Malik has shown that when one uses the maximum amplification method
of the current stability theory (Refs. 10 and 11), which computes the amplification rate and N-factor of the most amplified
disturbance at a given station regardless of its type (Tollmien-Schlichting or crossflow) for a range of frequencies, that N is in
the range of 9-11. Up to this point in time, the linear stability theory utilized in the correlations of swept wing data neglected
the effects of surface and streamline curvature. It was shown by Malik and Poll (Ref. 5) that stability calculations including
the surface and streamline curvature terms in the low speed (incompressible) equations resulted in significant stabilization of
the boundary layer for the flow past a swept cylinder. In addition, it was shown that travelling crossfiow type disturbances
were most amplified. Although the curvature terms are most important in the leading edge region, the N-factor at transition
away from the leading edge can be significantly different than the N-factor calculated neglecting the curvature terms.

It is known that compressibility has a slight stabilizing effect on the crossflow type instability and a strong stabilizing
effect on Tollmien-Schlichting (TS) type disturbances. It has been indicated above that the curvature terms included in
the low speed analysis results in very significant stabilization of the boundary layer for flows dominated by the crossflow
instability. Here, one of the goals is to show the effect of the streamline and body curvature on the laminar boundary layer
for compressible flows past swept wings where both crossflow and TS type disturbances are highly amplified.

The situation in two dimensions for flows past concave surfaces where centrifugal effects are important has been studied
extensively starting with the the works of Gortler (Ref. 12 and 13) and Smith (Ref. 14). It is known that the centrifugal
instability manifests itself in the form of pairs of counter-rotating vortices embedded in the boundary layer for flows past
concave surfaces. Recently, Hall (Ref. 15) studied the problem of the Taylor-G6rtler vortex structure in three-dimensional
boundary layers using asymptotic theory. He showed that the Gortler vortex structure cannot be sustained in a three
dimensional boundary layer with large enough crossflow Reynolds number. However, it is not known what effect, if any,
concave curvature has on the crossflow instability. Up to this point in time, there have been no experimental studies
for conditions such as those that may occur in flight to determine the state of the boundary layer in the concave region
of supercritical airfoil for non-zero sweep angles. One experiment has been conducted by Kohama (Ref. 16) in which the

laminar boundary layer on a concave-convex surface was studied using flow visualization and hot-wire anemometer techniques.
However, the pressure distribution through the concave region was modified by tailoring the test section walls. The result
was a nearly constant pressure distribution in the concave region which, in effect, delayed transition to a location aft of the

concave region. At a sweep angle of 47 degrees, Kohama observed that it was the Gortler vortex type disturbance which
caused the onset of transition. The final objective of this study is to determine the effect of sweep on the Taylor-Gortler
disturbance for swept wing flows and to "simulate" the experiment of Ref. 16.

2. ANALYSIS

It is proposed to follow the method employed by Ref. 5 to analyze the three-dimensional flow past a curved surface.
Two orthogonal curvilinear coordinates systems, one fixed (x, y, and z) relative to the body and the other (C, ?7, and z) free

to rotate relative to z, y, and z are utilized and are shown in Figure 1. The angle between x and is defined as c. In the
reference system. z and y lie in the plane of the body and z is normal to the surface. The corresponding velocity components
are u, v and w. Elements of length for curved surfaces in this system are given by gldx, g2 dy, and g3 dz. Therefore, the

differential arclength, di is,
d12 = g12(dz)

2 + g22(dy)
2 + g32(dz)

2

Likewise. in the , ?7 and z system, and r lie in the plane of the surface and z is normal to the surface. The differential
arclength is given by

df2 = h1
2(dC)2 + h2

2 (d,7)
2 + h32(dz)2

The velocity components are s, c and w. This system is used for the stability analysis.

The non-dimensional form of the governing equations for a viscous, heat conducting, perfect gas can be written as;

ap,ap + V. (pV) = 0 (2a)

P y +(VV)V] =.-Vp + (V.T) (2b)

p VV)Tl 1)M.2 f-- (V .V)pl 1Vq R (
o 9t a+(V. - - M t + = -V q+ R M (V) (2c)

pT
P = -(2d)

m~m mm m mmmm m m mm wml(2d)



where -1 is the ratio of specific heats, M = U/('yRTe) , the Mach number and R = p U,,'"/s the Reynolds number. Here,
the usual notation is used; V, is the velocity vector; q, the heat-flux vector; r, the viscous stress tensor; and p, p, T, t
the density, the pressure, the temperature, and the time, respectively. ft is the gas constant. The equations are made
dimensionless by normalizing the velocity components s, c, and w with the edge velocity, U.; the pressure with pU, 2; the
temperature with Te; and the density with Pc. The viscosity coefficients are referred to p,. The coordinates C, r/, and z
are normalized with the boundary layer displacement thickness in the x direction, P.

Consider a flow where the motion may be described by the superposition of a steady mean component and a small
fluctuating component. Here, "small" is taken such that the quadratic terms in the fluctuating parts may be neglected in
comparison to the linear terms. Let the mean flow be described by velocity components 9, e, and tD with pressure and
temperature p and T. The corresponding quantities for the small unsteady disturbance are g, c, w, pi and T. Also, assume
that the physical properties, ju, A, and k have a steady mean component (p2, A, and k) and a small fluctuating component (ji,
A, and k) both of which are a function of temperature only. Then, the resultant motion may be described by

T=T+T p=p+

with physical properties
Ap,=+A A -+A k=k+k

where,

ir-_T A =-_ t k = __tT 49T aT

All quantities have been made non-dimensional in the same way as the quantities above. Finally, the assumption of quasi-
parallel flow is made, so that the mean flow may be described by;

9=9(z) c-c(z) tw=0

and
T T(z)

and that the mean flow, including these assumptions, satisfies the Navier-Stokes (NS) equations (2a - 2c).
To complete the derivation of the stability equations it is assumed that the disturbance may be described by a harmonic

wave of the form
- W[(z)expi(ce + 07 - wt)]

3 = R[(z)expi(aC +/3t7 - wt)j

zb = W[i6(z)expi(a + ,Or - wt)]

= R[(z)expi(aC +,317 - wt)]

T = W[i2(z)expi(aC + 377 - wt)]

where a and 3 are dimensionless real wavenumbers in the C and ?7 directions and w is the dimensionless complex frequency
defined by:

a=a*6* and 0 =13*6*

and w = 2 - w*
Ue!

For this disturbance, the wavenumber vector is defined such that it makes an angle € with the C axis;

tano = /3 (2e)
a

Substitution of these expressions into the equations 2a - 2d and subtracting the mean flow results in the following form for
the equations governing the growth (or decay) of small disturbances in the flow (see Ref. 18 for a more detailed derivation);

continuity:

(in 21 + iao)b + (mi 2 -4- i3 0)3 + (in 1 3 + in2 3 - 1 Oz

+ _ M 2 (- 2 19 + -12C) + i(aoi + 3o&- W)If

_[(M21 + rn 2 e) + %(aog + 130e - w)]T + iZ' = 0 (2f)
T
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momentum:
- I(ao§ + e - w)i + i- + ( 6 + ge)M1 2 + gIjm1 3 -2m]
T Ii z

[(_YMe2) - .] &M1 2 _ e
2 M 21) = i~

+~ ~ + 1+ (iaoiii' - ao~oa) - (2 + -oig~

+-J--= (§'+iaolbi -+T' + 1 ~ f +--- ---- (2g)
A T z 8Z2  A&T 8~

77 -1 Ii(ao§ + 3OOE - W)e + Z e+ (g+ 9M1+ ElM3- 2i
T [--

+ [YM2)~ T I (Egm 21 - 2M1)= -0

el{l" + (ifiot1Y - ao)3oA) - (2+ i) #0
26a a

+-iL--- I W+iioxv)-+-at, +Tij +----Tap e (2h)
8T v jj jOZ 2 I +182 8Z 8Z

z [iao& +)3ioE-w t- 29m 13 - 2eM 23j

- - 12] (~M13 + e2M23) =-'+ {(2 + 1

(1+ iaoil + iflv) a 2- ,

-; C; ( a ~io -+ iafi 0 6 (2i)+ 2+ -[ 8 z Z z p )J

energy:

-~[i(CIO§ + IAoE - W)t + 21)ai: -_ - )M. 2 [i(ao§ + jOoe - W)75

T -I 0  -5T+I -- = -TI T

kTR kT 5Z2  5Z

i2k T) .2t1

+11 2Me2 + ))b + 2 (l'+ iaoa) Y-+L I( ) Z 21

181 85+ 87 (2j)

118A [8 z kaz)j
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where ao = a/hi and 30 = 3/h 2. The boundary conditions are

s=6=tb=O at z=0

g-0, 6-0, lb-0 as z-oo

The equations derived above for the compressible flow past a three-dimensional curved body govern the temporal, quasi-
parallel stability of small amplitude waves in the boundary layer. The wave aligned coordinate system ( , ?7, z) where the
wavenumber vector is tangent to the C coordinate (see Ref. 3) is an optimal coordinate system for the study of the stability
of the boundary layer over a curved surface. However, since the geometric properties of the wave are not known at the
beginning of the computation, the solution process is an iterative one. First, an initial orientation of the wave with respect
to the z axis is specified at a given frequency w, and then, a and /3 are found such that the temporal amplification rate wi
is maximized at any point on the surface for a fixed Reynolds number. Once this initial solution is found at all x, y, and z,
the C, 77 coordinate system is rotated such that the C coordinate is locally aligned with the wavenumber vector; then a new
set of stability characteristics is computed. The process is continued until the angle 0, and hence /3, becomes zero (see Eq.
2e).

3. SOLUTION OF THE GOVERNING EQUATIONS

Several methods are available for solving the governing linear stability equations. The method used here is the numerical
method utilized by the compressible stability analysis computer code, COSAL (Ref. 11). The system of governing stability
equations (2f - 2j) can be written as

(fD 2 + GOD+Hg) 0 (3a - 3e)

Here, F, G, and H are 5 x 5 matrices and D = d( )/dz and T is a five element vector defined by

T=

The non-zero elements of the matrices F, G, and H are given in Ref. 18.

As described in Refs. 5 and 17, the system of Eqs. (3a - 3e) is discretized on a staggered finite difference grid where the
velocity perturbations are defined on the nodes and the pressure perturbations are defined on the midpoints. In this way,

no pressure boundary conditions are required. Homogeneous velocity perturbation boundary conditions are imposed at the
solid boundary (z = 0) and in the freestream (which is assumed to be at z = 100). The governing equations, along with
the boundary conditions, then result in a block-tridiagonal system of equations with 5 x 5 blocks. The resulting system is
solved by an LR method (Ref. 19) if no guess of the eigenvalue is available. If a guess for the eigenvalue w is available then
we utilize the inverse Rayleigh iteration procedure (Ref. 19). For a fixed physical frequency w, the stability code calculates
the maximum temporal growth rate w., which then determines a and /3. The condition that the group velocity ratio be
real for the propagation of a monochromatic wave in a three-dimensional boundary layer (see Ref. 20) is automatically
satisfied when the temporal maximum is computed. The group velocity V, = (aw/Oa, cwo/8/3), which is needed in this
maximization procedure and for converting temporal growth to spitial growth, is also calculated. Some tests were conducted
for two-dimensional flow over a concave surface and the computed growth rates (using the group velocity transformation)
agreed well with the spatial calculations of Ragab and Nayfeh (Ref. 21). An N factor for transition correlation may be
defined as

N = v-, dj (3f)

where j is the arclength on the solid body along a curve that is everywhere tangent to R(V5 ).
in order to solve the stability equations (3a - 3e), curvature coefficients must be specified for the swept wing configuration

under study. For simplicity, it is assumed that the surface of the wing be formed from the intersection of several swept
cylinders. The cylinders are used only to obtain the curvature coefficients. The natural choice for the fixed reference axes
in this case is then the cylindrical polar coordinate system r, 0, . For the body fixed system of Figure 2, note that

x=fadO, y= , and z=r-a

where a is the local radius of curvature of the wing surface. Hence, by considering the length of a small element, it follows
that

g, =1+(z/a) and g2=1

The mean boundary layer flow was computed, in this coordinate system, by using a laminar compressible boundary layer
code by Kaups and Cebeci (Ref. 22). The pressure distribution used as input to the boundary layer code for the parametric
study on the supercritical airfoil (see Figure 3) was computed utilizing a transonic potential code by Bauer, Garabedian,
Korn and Jameson (Ref. 23). Experimental pressure distributions were used for the study of the concave-convex airfoil of
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Kohama (see Figure 4). The general form of the curvature coefficients in equations (3a - 3e) may be written as

b" 8h, dE
-= bcosc-

hjh2 t911 dx
6" ah 2  dc

in2 1 = = -bsine-
h1h2 19 dx

6" ah bcos2 E

h, dz (1 + bz)

6" ah 2  bsin2
f

h 2 dz ( + bz)

where b = */a. Note that x has been nondimensionalized with respect to a, and z with respect to 6*.
Previous experience has shown that crossflow vortices align themselves such that the wavenumber vector is nearly normal

to that of the flow at the edge of the boundary layer. This is exactly true for Gortler vortices in two-dimensional flows.
With this in mind, the initial , t7, z coordinatU direction was chosen so that the t7 direction is aligned with that of the local
streamline. Therefore, the initial orientation is obtained by setting 4 = 7r/2 - 1; i.e.,

M 1 2 = btanAsiniocos2 ¢o f2 (x) (streamline divergence)

M2 btanAcos 3 pf(X

f 2 = (streamline curvature)

n 1 3 = b sin2 
v (surface curvature in the C direction)

(1 + bz)

M23 = b1 co 2o (surface curvature in the r/direction)

where f(x) = ue/Uoo and 0 is the angle between the external streamline and the x direction,

Ve V00 tan A
tan=--= ----

This system of coordinates (., ?, z) worked very well as a starting point for this problem with convergence being complete
after three iterations. When the TS type instability was dominant, convergence was achieved after about six iterations.
However, the number of iterations can be reduced by changing the initial orientation of the coordinate system.

4. RESULTS AND DISCUSSION

The linear stability equations under the parallel flow assumption have been derived for the compressible flow past curved
three-dimensional bodies. The governing equations have been solved by utilizing the same numerical method as that in
the compressible linear stability code, COSAL. Section 4.1 describes the effect of increasing sweep (or crossflow Reynolds
number) on the stability of the laminar boundary layer in the concave region on the lower surface of a supercritical airfoil
utilizing the theory described above. In section 4.2, the effects of body and streamline curvature on the stability of the
laminar boundary layer past the upper surface (convex curvature) of an NLF airfoil are calculated. Two different pressure
distributions are examined.

4.1 Effects of Sweep on the Stability of the Flow Past a Concave Cutout on a Supercritical Airfoil

It is known that Gortler vortices are present in two-dimensional flow over a concave surface and that, if the crossflow
Reynolds number is large enough, crosaflow disturbances are to be expected in a three dimensional boundary layer regardless
of the sign of the surface curvature. It is the goal here to examine the effects of increasing sweep (or crossflow Reynolds
number) on the G6rtler vortex structure. Also, the effect of concave curvature on the crossflow instability will be examined.
The 'parallel flow' stability equations given above are valid for both the crossflow and G6rtler vortices, since the main interest
here is with the most amplified disturbances which correspond to high wavenumbers. In general, the G6rtler vortex structure
is represented by parabolic partial differential equations not amenable to normal mode analysis (see Ref. 15). Malik and
Poll (Ref. 5) showed that unsteady (w $ 0) crossflow disturbances may be more unstable than the steady disturbances.
The same may be true for G6rtler vortices in three-dimensional boundary layers. For this part of the study, however, the
computations are restricted to steady (w. = 0) disturbances only, though the analysis given above also applies to the unsteady
disturbances.

Linear stability calculations have been made for the concave region of a supercritical airfoil. Various combinations of
sweep angle A and freestream chord Reynolds number RC used to compute the mean flow are given in Table 2 for the surface
geometry shown in Figure 3. The region of interest for this study is the concave zone of the airfoil which extends from about
7% chord to 16.5% chord on the lower surface as shown in Figure 3.

Cases 1-5 from Table 2 were analyzed utilizing the pressure distribution shown in Figure 5 at M, = 0.75. Suction
was applied to the boundary layer calculation to prevent laminar separation in the adverse pressure gradient region of the
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concave zone. For each case, the normal Mach number (and hence the normal pressure distribution) was held constant,
M = 0.75, as sweep was increased. The normal chord C. was 6.51 feet.

Presented in Figure 6 are the results of Case 5, A = 30 degrees, at the streamwise location where the amplification rate
is the greatest. This occurs at X/C = 0.1059, where Rf = 246 is a maximum in the concave region. As can be seen from
the velocity vector plot, Figure 6, the vortex structure at this location is of the crossflow type, i.e., of a co-rotating nature.
In fact, this was the case for the conditions of Cases 2, 3, and 4, also. Figure 6 is essentially a plot of velocity components
s and w, where;

s=9+Ei and w=ew

in which c was assigned a value of 0.2. Other values of this parameter were also tried in order to study the sensitivity of
the vortex structure and qualitatively similar results were obtained. It should be pointed out that the vortex structure was
of the crossflow type from the point where instability was first detected, about 9% chord, for Cases 2-5. In this region,
the Gortler number is low, i.e., less than 10, and the crossflow Reynolds number is increasing. For Case 5, the parameter

A./60.995 = 2.794 which is typical for crossflow-type disturbances.
The results from Case 5 at X/C = 0.1330, a location where Pf is near 35 and the Gortler number is about 21, are

shown in Figure 7. As can be seen from the velocity vector plot, Figure 7, the vortex structure is of the Gartler counter-
rotating type; however, the structure is highly skewed. This result indicates that the vortex structure would develop from
the crossflow type, present where crossflow Reynolds number is higher, to the Gortler type as the crossflow Reynolds number
approaches zero. The wavelength to boundary layer thickness ratio was calculated to be 1.480 which is near the expected
value for Gortler type disturbances. We must caution, however, that our analysis is a local one. What structure might
actually be present also depends upon the upstream history.

Presented in Figure 8 is the disturbance orientation with respect to the streamline direction for the conditions of Cases
2-5. As the sweep angle increases (hence, also the maximum crossflow Reynolds number), the orientation angle of the wave
with respect to the external streamline at the point of maximum amplification increases. For Case 5, where the crosflow
Reynolds number is higher, the axis of the crossflow vortex makes an angle of about 4 degrees with the streamline direction.
This result is consistent with previous observations and calculations involving flows with crossflow type disturbances (Ref.
24 ) . As the disturbance develops in the streamwise direction and transforms to the Gortler structure, the angle with the
streamline direction decreases to almost zero.

The spatial disturbance amplification rate at the fractional chord location where it is a maximum is shown in Figure 9 as
a function of sweep angle for the conditions of Cases 1-5. The results seem to indicate that the centrifugal effects due to the
concave curvature result in a higher amplification rate for the Gortler structure at zero degrees of sweep than the crossflow
structure at non-zero sweep angles. In addition, as the sweep angle increases, the centrifugal effects decrease with regard
to the amplification of the crossflow disturbances for the conditions of Cases 2-5. The amplification rate drops by almost
50% when the sweep is increased from 0 to 30 degrees. However, since the streamlines are curved in a three-dimensional
boundary layer, the distance for vortex amplification (see Eq. 3f) increases with increasing sweep. As a consequence, the
total vortex amplification will not be smaller by 50% when A = 30 degrees. In fact, the N- factor is 4.3 when the sweep is
zero and 3.0 when the sweep is 30 degrees, a decrease of about 30% in the N factor.

The effects of the curvature terms in the governing equations have been shown to be stabilizing in flowfields over convex
walls (Ref. 5). For flows over concave walls, the curvature terms are destabilizing. The amplification rate versus position
for the case of 30 degrees sweep is presented in Figure 10 with and without the curvature terms included in the analysis.
The peak amplification rate, as well as the N factor, is almost 33% higher for the case where streamline and surface curvature
terms are included in the analysis when compared with the calculation where the terms are neglected.

The stability of the boundary layer on the surface shown in Figure 4 was studied experimentally by Kohama (Ref.
16). For that study, flow visualization and hot-wire anemometer techniques were used to study the flowfield through the
concave zone in detail for sweep angles of 0 degrees and 47 degrees for unit Reynolds numbers up to about 200,000/ft.
The concave region extends from about 16% chord to about 33.5% chord. The measured streamwise pressure distribution
from the study is shown in Figure 11. The nearly constant pressure distribution through the concave region, utilized to
avoid laminar separation, was achieved in the experiment by tailoring the walls of the test section. Little variation in the
pressure distribution was reported for the speed range of about 20 ft./sec. to 32 ft./sec. . Cases 6-8 were studied so that
comparisons can be made with the experimental observations of Kohama for the case of 47 degrees sweep. Detailed results
of the calculations are presented in Figures 12 and 13 for Case 7 only.

The effect of the nearly constant pressure distribution shown in Figure 11 on the mean flow calculations is to keep the
crossflow Reynolds number under 50 in the concave region to about 30% chord on the airfoil for the speed range considered,
However, beyond 30% chord, the crosaflow Reynolds number increases very rapidly. The Gortler number in the concave
region is between 15 and 29 for the given test conditions. Kohama observed the existence of the G6rtler vortex structure in
this concave region.

Presented in Figure 12 is the velocity vector plot at the location where the amplification is a maximum. Here, at
,Y/C = 0.23 the crossflow Reynolds number is about 28, a minimum. As can be seen, the disturbance structure is of the
Gortler type; that is, counter-rotating in nature. Also, A/6o.995 = 1.20, which is consistent with previous observations for
the Gortler vortex structure.

Kohama also observed that the Gortler vortex developed into a crossflow type disturbance before the end of the concave
region. This can be explained by the fact that the favorable pressure gradient starts before the end of the concave region
causing a rapid increase in the crossflow Reynolds number, thereby resulting in a disturbance of the crosaflow type. This
result is presented in Figure 13 which shows the velocity vectors plotted for X/C = 0.3342. The crossflow Reynolds number
has increased to 94 resulting in the development of a co-rotating crosaflow vortex from the Gortler vortex pair. Similar
results were predicted for Cases 6 and 8.

In a given physical situation, the transformation from counter-rotating to co-rotating structures will depend upon various
factors, including the strength of the vortex, the Gortler number, and the crosaflow Reynolds number. For the cases studied
in this paper, it appears that only the co-rotating structure exists when R& is in excess of 45. It should be noted that at this
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value of Rf1 , crossflow instability will be absent on a convex or flat surface. This emphasizes the role that concave curvature
plays in the instability of three-dimensional boundary layers.

4.2 Curvature Effects on the Stability of the Flow Past the Upper Surface of a Swept Wing

It has been shown that convex curvature has a stabilizing effect on the growth of disturbances in the laminar boundary
layer over a swept cylinder at low speeds (Ref. 5). In addition, the stability of the boundary layer is a function of factors
such as Mach number, Reynolds number, pressure gradient and sweep, as well as others. In this part of the study, we
attempt to examine the effect of pressure gradient on the stability of the laminar boundary layer on the upper surface of an
infinite swept wing including body and streamline curvature in the linear stability theory described above.

The maximum amplification option as described in Refs. 10 and 11 is utilized to compute the stability of the flow for
Cases 9 and 10 listed Table 2. Briefly stated, this option in the code searches for the most amplified disturbance at each
location for a given frequency. The calculation is made for a range of frequencies to determine which frequency yields
the highest disrturbance amplification for the given flow conditions. Note that the calculation is started by guessing the
orientation and wavelength of the initial disturbance, either of the crossflow type or of TS type, and that as the calculation
progresses downstream the orientation and wavelength is allowed to change so that the disturbance amplification is maximized.
Therefore, for nonzero frequencies, it is possible near the leading edge to at first "lock on" to a travelling crossflow-like
disturbance in a region with a strong favorable pressure gradient and further downstream compute a TS type disturbance
as the pressure gradient becomes less favorable or adverse; all in the course of a single calculation. It is this method that
has correlated most transition data in an N-factor range of 9-11 (Refs. 8 and 9a). However, up until very recently, swept
wing transition data has been correlated with N-factors based on stability theory neglecting the effects of curvature. Here,
we will attempt to show how the inclusion of the curvature terms in the linear stability theory can influence the transition
prediction process.

For the two cases studied here, the freestream Mach number is 0.80, the sweep is 25 degrees and the chord Reynolds
number is 30 million. The angle of attack for Cases 9 and 10 was -1.0 and -3.0 degrees, respectively. The computed
pressure coefficients used as inputs to the boundary layer code of Ref. 22 are presented in Figure 14. The corresponding
crossflow Reynolds number distribution is presented in Figure 15. It is expected that the pressure distribution of Case 9 will
generate crossflow type disturbances very near the leading edge and TS waves further back on the airfoil where the pressure
gradient is near zero. On the other hand, the pressure distribution of Case 10 is expected to be crossflow dominant due to
the fact that the crossflow Reynolds is continously increasing. These two pressure distributions provide excellent test cases
for investigating the objectives mentioned above.

The results of the linear stability calculations for Cases 9 and 10 are presented in Figures 16-21. Only the results at
the most amplified frequency are presented. Shown in Figure 16 is the wave orientation angle with respect to the streamline
direction: a parameter which gives an indication of the type of disturbance present in the boundary layer. As mentioned
before, it is known from previous observations that crossflow-type disturbances align themselves such that they make an
angle of 4-6 degrees with the streamline. As can be seen, this is the case at all X/C locations computed for the conditions
of test Case 10. Initially, p is near 5 degrees for the test conditions of Case 9; however, as the pressure distribution becomes
nearly flat, the orientation angle increases very rapidly. This result indicates that at first the crossflow type disturbance is
most amplified; but, further downstream highly amplified TS waves are dominant.

Similar conclusions about the disturbance type can be inferred from the results presented in Figure 17 which shows the
non-dimensional wavelength parameter A,/bo.995 as a function of X/C. For the conditions of Case 10, this parameter is
near 4 at all X/C which is consistent with previous observations for the crossflow disturbance. For Case 9, A /6o.99 5 is near
4 initially but increases to 11 or 12 very quickly indicating again that the TS type disturbance becomes most amplified in
the roof-top region of the pressure distribution. It must be noted that the orientation and non-dimensional wavelength of
the disturbances were only very slightly different when computed without the curvature terms included in the analysis.

Shown in Figure 18 is the spatial amplification rate at the most amplified frequency of 4000 Hz. for Case 9 computed
with and without the curvature terms included in the analysis. These results indicate that for this case the curvature terms
are most important in the first six percent chord where the body and streamline curvature are greatest and the crossflow type
disturbance is most amplified. A 37% decrease in peak amplification rate is obtained when the curvature terms are included
in the analysis. Beyond about ten percent chord where the most amplified disturbance is of the TS type, the curvature
terms have a negligible effect on the spatial amplification rate. In this region, the pressure gradient (streamline curvature)
and the body curvature is very small.

The spatial amplification rates for the conditions of Case 10 are presented in Figure 19. The reduction in peak
amplification rate due to curvature in this case in only about 12%. Note, also, that the favorable gradient further downstream
results in some stabilization of the flow. It is generally known that the pressure distribution in Case 9 is more stable in the
leading region than that of Case 10 as can be seen by comparing the amplification rates. Even without curvature the peak
amplification of Case 9 is about 15% less than that of Case 10. When the curvature terms are included in the calculation,
peak amplification is about 45% less for Case 9 compared to Case 10. The additional decrease is probably due mostly to
curvature of the streamlines since the body curvature is the same in the two cases.

It was shown in Ref. 18 that the N-factor at transition for several flight conditions for the flow past a swept wing averaged
8.9 when curvature was included in the analysis. The calculated N-factor at the most amplified frequency for Cases 9 and
IQ utilizing the maximum amplification method is presented in Figure 20. For Case 9, the N-factor was 16 when computed
without curvature at the location (about 10 percent chord) where the N-factor was 9 when computed with curvature. This
represents a decrease of about 44% due to curvature. The N-factor for Case 10 calculated including the curvature terms
is 9 at about 5% chord. At this same location, the N-factor is about 14 when calculated neglecting the curvature terms.
In this case, the N-factor is 36% lower when computed including the curvature terms in the analysis. It is clear then that
tailoring the pressure gradient can be utilized to exploit the benefits of additional stabilization due to curvature of the body
and streamlines. Also, these results along with those of Refs. 4, 5, and 18 illustrate the importance of the curvature terms



loI-lo

in the linear stability analysis as well as the impact the terms may have on the eN method for transition prediction.

It was shown earlier in this paper that for the cases studied here the curvature terms had little influence on the spatial
amplification rates at locations where TS type disturbances where dominant. However, it must be emphasized that the
curvature terms can reduce the N-factors computed at locations where TS is dominant if there is a region upstream where the
crossflow instability is dominant. It is known that compressibility does stabilize TS amplification and reduce N-factors where
TS is strongly amplified. Prior to Ref. 18 and this study, the 3-D linear stability equations where curvature was included
(Refs. 4, 5, and 17) neglected compressibilty effects. Presented in Figure 21 is the N-factor calculated using the maximum
amplification option at the most amplified freqency for Case 9 including the curvature terms. Incompressible theory is
compared against compressible theory. As can be seen, compressibility makes little difference in the leading edge where the
crossflow disturbance is dominant: however, further downstream where the TS instability is dominant compressibilty effects
are significant in the N-factor calculation.

5. CONCLUSIONS

The three-dimensional linear stability equations including the body and streamline curvature terms for the compressible flow
past a swept wing have been presented. The effects of these terms on the stability of the flow past concave and convex
swept wing surfaces have been calculated. Based on the computations, the following major conclusions can be drawn:

1. As the crossflow Reynolds number increases beyond 45 in the flow past a swept concave surface, the G6rtler vortex
structure evolves to the crossflow vortex structure.

2. Centrifugal effects due to concave curvature were shown to destabilize the crossflow instability resulting in amplification
rates 33/ higher than those computed without curvature.

3. It was shown that by comparing prediction with experimental observation on a swept concave-convex wall, the linear
stability analysis correctly predicts the structures existing in the boundary layer, including the disturbance orientation
and wavelength.

4. It was shown that for flow past a swept convex surface the crossflow instability is damped dramatically when the surface
and streamline curvature terms are included in the analysis.

5. It was shown that the curvature terms included in the analysis had little influence on the amplification rates in regions
where the TS instability was highly amplified; but, the N-factor in such regions is reduced when preceded by regions

where the crossflow instability is highly amplified.

6. Pressure gradient can be utilized to take advantage of the favorable effects of curvature on a swept convex surface.

7. It is important to include the effects of compressibility along with the curvature terms when computing the N-factor for
flows with first highly amplified crossflow vortices followed by highly amplified TS disturbances.
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TABLES

Table 1: Comparison of a LFC transport design with an advanced turbulent design (from Ref. 1).

Mission: 400 passengers and 6500 nm. Adv. Turbulent LFC

Take off gross weight (lb.) 645,073 590,496

Fuel burn (lb.) 274,073 214,711

Aquisition cost ($M) 79.2 81.1

Incremental fuel cost ($M/yr.) 3.9 0

Table 2: Case study examining curvature effects on the stability of laminar boundary layers on swept wings

Case MA A (degrees) Rc X 10
- 6

1. 0.75 0.0 3.56

2. 0.75 5.0 3.59

3. 0.75 10.0 3.67

4. 0.75 15.0 3.82

5. 0.75 30.0 4.74

6. 0.0 47.0 0.56

7. Z0.0 47.0 0.90

8. ;0.0 47.0 1.13

9. 0.725 25.0 30.0 (a = -1.0°)

10. 0.725 25.0 30.0 (a = -3.0 ° )
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Abstract

Preliminary results are reported from flow visualisation studies c&f the separated shear layers on slender delta
wings in air at Reynolds numbers from 3000 to 100,000 based on chord. The work confirms the existence of a
systematic structure in the shear layer parallelling the classic instabilities occurring in other cases. Both quasi
two-dimensional instabilities travelling at mean flow velocities and a new form of streamwise instability, believed
to result from curvature of the vortex sheet, have been identified. Both instabilities are found to be stabilised by
the stretching process towards the centre of the core. For the case studied the interaction between the two
instabilities causes the vortex sheet to become turbulent at Reynolds numbers above abbut 20,000 based on local
chord. Forced response studies of the vortex sheet have demonstrated the existence of new mechanisms for
vortex formation in the shear layer. The results are believed to be relevant to more complex three dimensional
shear layers, and have implications for full scale flows on aircraft at high angles of attack.

1. Introduction

The structure of the shear layer in the separated flow over a slender delta wing is of interest both in its own right
and as a model for a class of complex separated flows dominated by vortex effects. On a highly swept leading
edge at moderate angles of attack separation occurs in the form of a vortex sheet, springing from the leading
edge, which rolls up into a tightly wound vortex core. On wings of arbitrary planform the vortex structure can
be complex, but for a delta wing the flow is quasi two dimensional.

The vortex dominated structure of the flows over slender wings was recognized from an early stage, and has been
the subject of several attempts at theoretical description, of which perhaps the best known is due to Mangler and
Smith (1959). This theory, and others which both preceded and followed, treated the flow as essentially inviscid;
the separated flow is represented by a vortex sheet and/or concentrated point vortex, with shape and position
determined through fluid dynamic conditions on the sheet together with a Kutta condition at the leading edge.
This model applies formally at Reynolds numbers which are sufficiently high for convection terms to dominate
diffusive terms. Reasonable comparison with experiment has been demonstrated for such models. A recent
review of the subject, in a wider context, has been given by Smith (1986).

There is now much data demonstrating that small scale visualisation studies of the flow over wings with sharp
leading edges to force leading edge separation can assist understanding of full scale effects, eg Lamar (1988).
Vortex core position was shown to be independent of Reynolds number by Lambourne and Bryer (1961).
Features first studied in the laboratory at low speed, for example vortex breakdown, have been shown to recur in
flight at full scale. Comparisons showing additional parallels have been made by Campbell et al (1988).

In recent years it has been appreciated that inviscid effects also dominate the instability and resulting structure of
vortex sheets. This is discussed, for ex tmple, in the review papers of Ho and Huerre (1984), and Wygnanski and
Petersen (1987). Thus inviscid effects are predicted to control the detail structure of the flow over a delta wing
for both the vortex core and the feeding vortex sheet. These findings are of considerable comfort to the
experimentalist, since they suggest that studies, and in particular flow visualisation studies, at low Reynolds
number can give useful information about effects at full scale, both for gross flow features and also for more
detail elements.

The present work has been motivated by this background. Gad el Hak and Blackwelder (1985) demonstrated in a
water tank test that the feeding vortex sheet springing from the leading edge of a delta wing underwent an
instability and pairing mechanism which parallelled that found in two dimensional shear layers eg Winant and
Browand (1974). Because, as argued above, this mechanism is likely to be dominated by inviscid effects it could
well carry over to full scale.
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In addition to this a further instability has been observed in wind tunnel studies of the vortex core, originally by
Aupoix (1976), and more recently by Payne, Ng, Nelson, and Schiff (1988). In their experiments this took the
form of a steady stable cell vortex structure inside the core. However these workers did not observe the Gad-el-
Hak and Blackwelder results - and vice versa . Thus shear layer instability processes are far from understood.
Note also that these are different mechanisms from the well known vortex core breakdown effects, eg Lambourne
and Bryer (1961), although there are certainly parallels with the instabilities found in the two dimensional
unsteady case in the remarkable photographs of Pierce (1962).

Shear layer instability mechanisms could explain the structure of the separated flow seen in flight in the F 18
example illustrated by Campbell et al (1988). The effects would lead to unsteady loads on surfaces in proximity
to the vortex, and thus justify further study. General findings would well carry over to other cases of high angle
of attack aerodynamics which are now such an important part of combat aircraft design.

A second motivation of the work has been the recognition that the flow over a delta wing offers an excellent
idealisation for more complex three dimensional separated flows. It is reasonable to expect that information on
this case would provide an insight into more involved situations such as separation from a rounded streamwise
edge, or flow in trailing vortex sheets.

The present work has been undertaken in the belief that flow visualisation should be used not merely as an aid to
understanding, but as a measurement technique in its own right. This approach is already established for flows
on highly swept wings for the determination of vortex position, and vortex breakdown position. Visualisation
techniques can provide information about the whole flow, rather than the part of the flow where a probe is
located, and are thus potentially excellent measurement tools. The key is the introduction of the visualising
medium into the flow at the best location. In the present case smoke has been introduced along the whole leading
edge of the wing, and thus is swept into the vortex sheet, enabling direct measurement of vortex sheet shape and
position. The investigations reported here have been undertaken at speeds where the flow has been laminar or
transitional in nature. It has been found that this regime affords several additional opportunities for using
visualization as a measurement tool.

2. Current Understanding of Vortex Sheet Instabilities

Vortex sheet instabilities are a popular and contentious topic of current aerodynamics. The present description is
not intended to provide a comprehensive review; this task has already been effectively undertaken by Ho and
Huerre (1984), and Wygnanski and Petersen (1987). The present section is intended simply to outline the key
features of the topic relevant to the present work.

It has already been mentioned that the vortex sheet instabilities are dominated by inviscid effects of the type
originally investigated by Kelvin and Helmholtz. There have been many papers on the topic, but the most
significant from the present viewpoint is that of Michalke (1965) who demonstrated that the essential features of
the instability process could be related to spatially growing disturbances. This approach gave an indication of
frequency and of the growth of the disturbance, including an indication of nonlinear effects.

It has long been recognized that a shear layer would be unstable to virtually all wavelengths, but the shear layer
does have a critical frequency to which it is most unstable. A discussion and appropriate graphs are given in Ho
and Huerre (1984). For frequencies above the critical frequency the phase speed of the disturbance is the mean
velocity of the vortex sheet, so that disturbances of all higher frequencies remain locked together. This has
important effects, and these disturbances tend to grow into discrete vortices. The generation of vortices in a
shear layer has been observed by many investigators, and has further consequences.

An infinite row of point vortices is unstable to small disturbances; the mode of instability has been found to be a
motion of alternate vortices, which leads to "vortex pairing", as demonstrated by Winant and Browand (1974).
The vortex pairing process in a two dimensional shear layer is then repeated, apparently without limit. Winant
and Browand (1974) report observing up to eight pairings, limited only by the physical dimensions of the
apparatus. Because in real flow there are always other potential sources of instabilities this process is liable to
modification, so that isolated vortices, vortex tripling etc are also seen, however the pairing process is
characteristic.

The result of pairing is a halving of the fundamental frequency and an approximate doubling of scale. This
results in a doubling of the thickness of the shear layer so that the new frequencies of maximum growth are
halved. The doubling process is thus self perpetuating. The process has been observed in shear layers, in wakes,
and in both two-dimensional and axisymmetric jets. Gad el Hak and Blackwelder (1985) reported the effect in
the feeding vortex sheet of a delta wing.

Period doubling mechanisms are a key feature of modern mathematical approaches to chaotic behaviour as
described in Landau and Lifshitz (1987). Feigenbaum (1978) showed how successive period doubling leading
ultimately to chaos was a characteristic of a wide class of non-linear systems. Broadly equivalent behaviour for
the transition to turbulence has been demonstrated in several simplified models of the Navier Stokes equations,
and generally similar mechanisms have been shown to apply experimentally in several cases of fluid instabilities,
eg Hele-Shaw convection, Benard cells, and Taylor-Couette flows.
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The Feigenbaum model has many attractions, but does differ in key respects from the two dimensional instability
process described above. In particular the geometric progression observed in the Feigenbaum class of processes
does not apply. The naturally developing two dimensional cases are characterised by changes of scale and
frequency which appear relentlessly linear, in spite of the massive non-linearities of the basic phenomena (except
for forced transition as will be discussed below). Nevertheless Feigenbaum type models offer possible theories
and metrics for the turbulence process in three dimensions.

Forced response of a shear layer has also been studied by many workers, although as pointed out by Ho and
Huerre (1984), because of the extreme sensitivity of a shear layer to extraneous perturbations "natural mixing
layers are by nature excited flows". Ho and Huang (1982) investigated the response of a shear layer to excitation
below the natural peak response frequency, and found that the layer responded to the higher harmonics of the
forcing frequency which were closest to but less than the natural peak frequency of response. The vortex
merging process then gave rise to multiple interactions resulting in combined vortices at the forcing frequency.
There seems to have been less work on forcing at frequencies higher than the natural response frequency of the
shear layer.

Wygnanski and Petersen (1987) argue that the structural and other features observed in a shear layer result from
amalgamations of non-linear processes and that "pairing" features as such require further substantiation. They
point out that " amalgamation of tagged fluid particles does not necessarily coincide with the redistribution of
vorticity." While this is true, it is also the case that a redistribution of vorticity does often occur, as is
demonstrated by the Wygnanski and Petersen data. Thus it seems worthwhile to accept pairing as a helpful
physical description of the characteristic features of shear layer instability processes. Further, as pointed out
above, such mechanisms may also lead to helpful models of the more chaotic flow processes.

Little of the work described above has explicitly considered three dimensional shear layers, although there is a
body of work on jet flows. Thus there are few guidelines on the nature of the instability process under these
conditions. An important feature of all shear layer instabilities is that the initial process is essentially two
dimensional, the classic Kelvin-Helmholtz response. However the three dimensional effects are not long delayed.
The appearance of three dimensional effects was demonstrated in the original work of Brown and Roshko (1974),
and discussed theoretically by Pierrehumbert and Widnall (1982). The latter authors suggest that the two
dimensional instability and pairing into discrete vortices is followed by an instability along the length of the
vortices with wavelength of the same order as the vortex spacing. Flows with induced instabilities of this type
have been studied by Lasheras and Choi (1988) and colleagues. However, these flows are still variations on a
fundamentally two dimensional theme, and do not address directly the questions resulting from an initially three-
dimensional form of the shear layer.

Three-dimensional shear layers occur widely in aeronautics, and typically result in a rolled up vortex sheet. One
important feature of such flows is the stretching of the vortex sheet as it is swept into the core. Stretching has
been demonstrated to be stabilising by Moore (1976). Several workers eg Pierrehumbert and Widnall (1982), have
shown that the induction of new material into the unstable vortex system is essential to growth, so that it might in
any case be anticipated that instabilities in a tightly wound vortex sheet would be unable to develop.

As has already been mentioned, both Ho and Huerre (1984), and Wygnanski and Petersen (1987) show how the
basic features of the shear layer instability process are dominated by inviscid effects and are thus replicated at
high Reynolds number. In particular the basic process is repeated with either laminar or turbulent shear layers,
as shown clearly by Brown and Roshko (1974). This suggests a hierarchy of instability and pairing processes, and
also suggests that laboratory experiments have much to offer interpretation of full scale aerodynamics.

3. The Present Experiments

The work was carried out in the 0.8m x 0.6m closed return wind tunnel at the University of Bristol. The tunnel
has been specially designed with a contraction ratio of 12:1 to produce flow of low turbulence, and a turbulence
level <0.05% is achieved. The normal working range of the tunnel is I to 100m/s, but where necessary for the
present work a lower speed was obtained by inserting a high blockage (87%) peg board immediately behind the
working section. This permitted the achievement of velocities down to 0.09m/s in the working section, and
retained low turbulence (<0.1%), albeit with some flow unsteadiness. Flow speeds were measured with a
commercial hot wire meter, calibrated against a vane anemometer.

The models used consisted of delta wings of 70 and 80 degree leading edge sweep and 44.1cm and 44.75cm chord
respectively. The wings had a sharp leading edge bevelled at 20 degrees on the underside. Overall thickness was
1.2 cm. A wing was mounted on a parallel arm arrangement so that incidence could be easily varied from outside
the tunnel. The same mechanism also carried the camera when aligned for shots looking directly up the wing.

The principal flow visualisation medium was smoke, formed from mineral oil drops on a hot plate. The smoke
was passed up a tube to a plenum chamber within the model by pressure from a gas bottle. The smoke outlet on
the model was a slit 0.2n.m wide, uniformly machined 1mm below the whole leading edge, passing into the
plenum chamber. By this means a uniform sheet of smoke was introduced almost directly into the vortex sheet
leaving the leading edge. For certain tests, to be described later, the smoke supply was blocked off at regular
intervals down the leading edge with masking tape. Testing by introduction of excessive smoke demonstrated that
there was no observable distorting effect on the flow under nearly all circumstances. The exception was at very
low speeds ( <0.1 m/s ), when reduced smoke levels were used to avoid flow disturbance.
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The flow was illuminated with a variety of sources. An Argon Ion Laser (nominally 5 watts) operating in all lines
mode at around 8 watts was used to produce a light sheet via a small cylindrical lens. An optical bench set up
provided beam steering to achieve a light sheet of specific height and chordwise position. The light sheet could
also be placed at a prescribed angle of incidence in the tunnel, and for the majority of the work was inclined at
90 degrees to the wing surface. Flash and flood light was also used, along with stroboscopic illumination.

Photography was accomplished with a variety of cameras, principally an Olympus 35mm camera with motor drive.
Most of the laser pictures have been taken at an exposure of 1/2000 sec at F3.5 on Kodak T-Max film ( 400 ASA
developed to produce 3200 ASA ). Some cine-photography was also undertaken. The tunnel was liberally
provided with windows, so that views could be taken from above or to the side of the model. For the laser light
sheet work the camera was positioned on the axis of the model within the wind tunnel on an extension to the
parallel arm mechanism. This enabled undistorted pictures of the flow to be taken and thus permitted
measurements to be taken from the photographs.

For some of the experiments the flow was excited with a loud speaker mounted in the tunnel wall downstream of
the model. Sound power was measured with a microphone in the test section. Limited hot wire measurements
have also been made using commercial equipment. Because of the low speed of the present experiments, in the
strongly non-linear response regime of the hot wire, high accuracy of the hot wire measurements cannot be
expected.

4. Initial Results

Figures 1 and 2 show typical laser light sheet visualizations of the vortex sheet at various speeds at the two
conditions principally used in the present tests. Figure IA shows the flow at 75% chord, the remainder of the
photographs were taken at 66% chord. It can be seen that at the lowest speeds the flow is highly stable, but
undergoes increasing unsteadiness leading eventually to turbulence as speed is increased.

The initial work of the present experiments involved measurement of vortex sheet parameters directly from the
flow visualisation measurements. It was demonstrated that the vortex core positions were consistent with results
found by previous workers. Because the results from this first phase of the tests are only of secondary interest to
the subject of the meeting they will be reported in detail elsewhere, however a summary of the findings of
special relevance to the present discussion is necessary.

At the lowest speeds tested the flow is well into the laminar regime, so that, although the streamlines defined by
the smoke particles in Figs IA,2A are clear, it is probable that laminar diffusion of momentum is controlling
much of the flow field. The measured results under these conditions showed variations from previous data. In
particular it was found that there was no stretching within the vortex core. The stretching of the vortex sheet
occurred before the wrapping process, with velocities in the core being essentially constant, and the streamlines
being cylindrical spirals. These can be seen in Figure 3 by following the "antismoke" gaps in the feeding sheet
formed by blocking the smoke supply locally at the leading edge.

5. Vortex Sheet Instabilities

Instabilities in the shear layer leaving the leading edge of a delta wing were first observed by Gad-el-Hak and
Blackwelder (1985) who found the instability to appear in the form of lines parallel to the leading edge. They
also found that these instabilities combined into vortices through a pairing mechanism essentially equivalent to
that observed on other vortex sheet cases, as discussed in Section 2 above. In addition to this a further instability
in the form of a steady stable cell vortex structure inside the core has been observed by Aupoix (1976), and by
Payne, Ng, Nelson, and Schiff (1988).

The initial experiments confirmed the instabilities observed by Gad-el-Hak and Blackwelder (1985). The effect is
shown in Figure 5. This is a flash photograph of the flow, in which the vortex sheet instability forming lines
parallel to the leading edge can be clearly seen. There are always questions about the interpretation of smoke
packets under such conditions, as pointed nut by Wygnanski and Petersen (1987), but the present striations seem
most reasonably interpreted at an instability growing into a vortex. Some of the evidence for this is the clear
vortex structure seen in the Laser light sheet photographs eg Fig lB.

The frequency of the vortex formation is the same as the original instability, but the individual vortices soon
undergo pairing. A second pairing is also observed at tunnel speeds above 0.25m/s. The overall effect on the
flow can be seen in Fig 6. The actual pairing process has been found to be highly complex, as in other examples
of the mechanism eg Winant and Browand (1974).

In the present case the leading edge has identical geometry over its whole length. Conical flow ensures that the
velocity is uniform at the leading edge. Thus the vortex sheet conditions are uniform along the whole leading
edge, and a uniform instability parallel to the leading edge is not unreasonable, particularly in view of the
dominant nature of the two dimensional instability already discussed. However after leaving the leading edge the
vortex sheet rolls up proportionally more quickly towards the apex because of the absolute scale. It appears that
this vortex stretching and roll up process has a strong stabilising effect on the flow and inhibits the pairing
mechanism. This is consistent with the theoretical suggestions of Moore (1976). Thus towards the apex the initial
smoke distortions due to the instability process only are swept into the core. Further down the wing the results
of one pairing are stabilised, while still further down the wing the vortex sheet is frozen at two pairings as it is
swept into the core.
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The result may be observed by referring back to Figure 4, in which the internal structure of the core can be
clearly seen. Note that the innermost parts of the rolled vortex sheet show a regular small scale spiral structure in
the smoke. Moving out one turn it can be seen how the structure is now at double the original spacing, while on
the outermost parts of the vortex sheet the spacing is at four times the inner. It can also be seen that this outer
spacing corresponds to that of the concentrated vortices entering the core. The effect is not entirely uniform, and
it can be seen how some vortices in the intermediate layers have escaped pairing and remain as singletons.
Subsequently these would give rise to triplets. This result is exactly parallel to that found by Winant and
Browand, and is explained in terms of the highly unstable nature of the vortex sheet, which will react strongly to
any destabilising input.

Figure 7 gives another view of the process. Here the pairing process can be seen at work in the feeding vortex
sheet. This can be recognised by the bifurcation of the vortices as they are swept over the core. This is due to
the pairing process being completed towards the trailing edge but inhibited by the stretching and convection
towards the apex. Another insight into the process can be found by referring back to Fig lB. There the form of
the vortex after stretching and convection into the core can be seen. The stretching process has been substantial
and has destroyed any coherent vortex structure.

Gad-el-Hak and Blackwelder found the vortex sheet instability to be associated with a frequency which varied
with speed. In the present experiments it was initially found that the forcing frequency was constant. This was
subsequently traced to the effects of out of balance forces on a tunnel cooling fan causing vibrational input to the
model. With this disturbance removed the flow was found to be highly sensitive to disturbances, even the noise
of a remote door closure. This is not surprising as many investigators have found that the vortex sheet is unstable
to a wide range of frequencies, and to remarkably small levels of vibrational input. Ho and Hucrre (1985) point
out that shear layers can be manipulated effectively with 0.01 to 0.1% of free stream velocity.

Thus for the initial part of the work reported here the shear layer was forced at a fixed frequency. The 50 Hz
forcing frequency of the cooling fan proved convenient. Use of a fixed frequency has led to a series of further
findings. Since the initial vortex sheet instability is convected into the vortex core the same frequency is also
associated with the smoke concentrations that can be seen in Figs 5,6,7. Stroboscopic analysis has demonstrated
that the whole of the associated internal structure, even in the wake, is locked to the same frequency.

These observations allow direct measurement of flow velocities within the vortex core via measurement of the
separation of the structures within it. The establishment of a fixed frequency for the internal structures within
the flow permits flow velocity information to be derived by measurements of structure dimension from the
photographs. This approach is particularly well matched to tightly wound vortex sheets, and could be extended
without difficulty to the case of vortex breakdown. The method is able to give velocity results in the vortex
core, but is more difficult to use in the feeding vortex sheet. Work on this will also be reported in a later paper.

6. Forced Response Measurements

Once the forced response nature of the present experiments became clear it was natural to extend the work to
examine the nature of the flow under controlled forcing. A loudspeaker mounted downstream of the model
driven by a sinusoidal oscillator was used as the excitation source. Note that in all cases acoustic wavelengths are
long compared to model size. Even at a typical high frequency of 60Hz, wavelengths are still around 6m. Thus
the excitation produces a uniform disturbance in phase over the whole area of the wing.

Tunnel resonances were found at frequencies of 15Hz and its hL:..ionics, but these had no observed effect beyond
raising the working section sound level for a fixed loudspeaker setting and could thus be calibrated out.

Background noise levels in the laboratory at these low frequencies were high, even though all relevant results
were taken at night or weekends. Typical octave band readings in the working section are listed in Table 1.
However these readings are representative only; fluctuations of 10dB, and occasionally even 20dB, in Overall
(Linear) Sound Pressure Level were observed, with no apparent or audible source. It must be anticipated that the
shear layers would respond to such fluctuations

Octave Band Hz 31.5 63 125 250 500 1000 2000 4000 8000 16000 OAL
SPL dB 85 72 63 59 53 45 35 32 28 28 93

Table I Octave Band Sound Pressure Levels in Working Section

The first measurement to be undertaken was the apparent "natural frequency" of the shear layer. This was done
using a stroboscope to observe the frequency of vortex formation. It was found that frequencies could be found
with reasonable repeatability by this method, but the high levels of background noise inevitably cast some doubt
on the measurements, and sometimes gave rise to spurious results.
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Free Stream Velocity m/s 0.22 0.33 0.44 0.55
Observed Frequency Hz 16.3 20.0 23.3 25.3

Table 2: Natural Frequencies of Vortices Leaving Shear Layers

A plot of these figures shows a half power law, following that found by Gad-el-Hak and Blackwelder. In the
present case of a 700 delta at 200 angle of attack the formula is:

fo.c/U=2577 Re -0.5

where Re is based on free stream velocity and chord. The result may be compared to that of Gad-el-Hak and
Blackwelder for a 600 delta at 150 angle of attack:

fo.c/U = 1625 Re - 0 "5

The agreement in trend and numerical value is encouraging, although perhaps somewhat fortuitous given the high
level of background noise in the present tests. It should also be noted that in both cases the frequency of
formation of the vortices is measured. This is not necessarily the same as the instability frequency of the shear
layer. This point will be taken up further below.

Having established the "natural" response of the vortex sheet an initial series of experiments have been undertaken
on the forced response. A sound pressure level of 100dB was selected. This corresponds to a peak fluctuation
velocity of 0.007 m/s, ie around I to 3% of free stream velocity. This level was found to give clear forcing at all
speeds without excessive input, and was normally above the level of the spontaneous external fluctuations already
described.

As found in other experiments with shear layers the imposition of forcing caused a clear regularisation of the
flow. In the present experiments the stroboscope was locked to the forcing frequency to give clear visual
indications of the effects.

At low frequencies pairing was generally inhibited. In particular no effect has been found corresponding to the
Ho and Huang (1982) higher harmonic response described in section 2 of this paper. Rather surprisingly, a
virtually inverse result has been noted in the photographs of the forced flow at high frequencies, for example Fig
8.

This set of flash photographs shows the flow at 0.33 m/s under different forcing frequencies. The initial
photograph in this series is under unforced conditions, taken during a local minimum in the measured tunnel
noise ( < 90 dB). There is comparatively little activity in the shear layer, but strong vortices form as the sheet
starts to accelerate around the core. In contrast at low frequencies eg 10Hz the vortex response is at the forcing
frequency. (This leaves open the possibility that a high wavelength shear layer response not visible on the
photograph is resulting in a "collective interaction" at the forcing frequency as described by Ho and Huang, even
though the apparent natural frequency of vortex formation (cf Table 2) is 20 Hz.) At all higher frequencies up to
60 Hz the shear layer still responds at the input frequency. This is known from stroboscopic observation of the
stabilised shear waves convected into the vortex core from the forward part of the wing. At the lower
frequencies the response is directly in the form of strong vortices, but at higher frequencies eg 60 Hz the
response is observed as a series of waves in the vortex sheet. However at the highest frequencies these waves
collect into a large scale vortex. This occurs after 8 or 9 wavelengths for 60 Hz excitation but after about 4
wavelengths for intermediate frequencies at 30Hz. Comparing these two cases it can be seen that the effect of
increasing forcing frequency is to reduce the frequency of passage of the large vortices around the core.

Essentially equivalent results have been observed at other speeds and frequencies, but more detailed study is
required to provide full information on the phenomenon. Comparison of the forced and unforced cases suggests
that the natural formation process for the vortices results in spacings similar to that for the high frequency case.
This would suggest that the low frequency forcing is resulting in vortex formations which depart from the norm,
while the higher frequency forcing returns to the norm. It also appears that the "collective interaction"
mechanism noted by Ho and Huang for higher harmonic response may recur in other guises when the shear layer
is forced above its natural frequency.

A different perspective on the processes comes from the laser light sheet visualisation in Fig 9. Although the
forcing in this case is at the apparent natural frequency as measured stroboscopically, forcing has a strong
regularising effect. The causes of this require further study. The vortex interaction processes in this picture are
of interest. On the left hand vortex the sequence of regular vortices progressing up the sheet is interrupted after
about four wavelengths, where it appears that some form of amalgamation is taking place. The vortex line on the
right hand vortex proceeds a little further. But in either case it can be seen that the acceleration of the vortices
around and into the vortex core causes substantial stretching and distortion. A complex process of both
amalgamation and stretching occurs as the leading edge vortex sheet wraps around the core.

Gad-el-Hak and Blackwelder (1987) have studied a forced vortex sheet case on a 600 delta wing. They used a
square wave pulsed dye supply with peak injection speeds at the dye slot of up to twice free stream velocity.
They found substantial changes to the vortex sheet structure, but do not offer any data which can be used to
assist explanation of the present case.
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7. Experiments at Higher Speeds

The initial experiments reported above were undertaken at low speeds (3000 < Re < 20,000) in order to give
laminar flow in the vortex sheets. The low tunnel speeds were achieved by introducing blockage in the wind
tunnel. It has been found that at higher speeds say above 0.5m/s the results were sensitive to the blockage, and
tests without the blockage at higher speeds have revealed new results.

The basic phenomena are illustrated in the sequence of pictures in Figure 10. At the lowest speeds the vortex
sheet can be seen to leave the edge smoothly, but it then undergoes two instabilities. One is a leading edge
instability of the type already studied in this paper, however the more obvious component is a streamwise
instability in which the smoke is drawn together in a series of strands in the direction of the local streamlines,
rather like tassels at the end of a carpet. This phenomenon is remarkably strong and was unaffected by the
presence of the interrupted smoke - for clarity the smoke was not interrupted in the present photographs. These
strands are also stabilised when they are swept into the vortex core so that a spiral smoke pattern again appears in
the core. However, since the pattern is now along streamlines it is steady, so that a steady pattern occurs within
the vortex core. This has already been illustrated in Figures IC, 2C. The interaction between these two
instabilities will be discussed later.

A further view of the process can be seen in the laser light sheet slices parallel to the cores in Figure 11. These
show that the streamwise lines of the tassel instability develop a vortex-like form, although in this case the
reservations of Wygnanski and Petersen (1987) about the interpretation of marked particle traces have more force.
The tassel features are essentially steady, and were visualised with long exposures (typically 1/30th sec). Under
certain circumstances these vortex structures can be large, and the examples of laser light sheet sections of such
cores at 900 to the wing given in Figures 1 and 2 demonstrate how the vortex core under these circumstances
consists of a number of steady cells. These confirm the results first shown by Aupoix (1978) and Payne et al
(1988). However the visualisation technique used in the present case demonstrates clearly that the source of the
cells is a locally streamwise instability of the feeding vortex sheet.

At the lowest speeds of the present tests without blockage (0.8m/s) the tassel structure of the vortex sheet extends
over the majority of the wing, with a turbulent region induced near the trailing edge. As speeds increases the
feeding vortex sheet undergoes transition to turbulence successively closer to the apex. Under these conditions,
clearly visible in the two intermediate speed cases of Fig 11, the vortex core structure fed by the upstream sheet
remains, surrounded by a turbulent sheath. This was the condition observed in the tests by the previous workers.
The distortion of the tassel instabilities within the core may also be observed. As in the case of the leading edge
instabilities discussed earlier the stretching and distortion process causes a remnant instability to be convected into
the core.

Figure 10 demonstrated that there were two instabilities present in the flow. The instabilities parallel to the
leading edge are swept around the core along the streamline paths laid down by the tassel instability, and appear
to be the basic cause of transition to turbulence in the vortex sheet. The precursor to the fully turbulent region
can be seen to be the appearance of "puffs" of smoke which clearly correlate with the interaction with leading
edge instabilities. This can be seen in the expanded views shown in Figure lOB. Thus the interaction of the
leading edge instability with the tassel instability appears to play an important role in the transition process in this
case.

Careful inspection of the flow suggests that the inflexed shape of the vortex formed from the leading edge
instability, visible in the side views of Fig 10, may be due to the change in the vortex pairing mechanisms at
differing stations down the wing, rather than changes in local velocity. However no data is available at this time
to provide explicit guidance on this point.

The photographic data has been used to give an indication of the location of transition to turbulence for the 800
wing at 300 angle of attack- Data are given in Fig 12. The results are based on estimates from both side and
overhead views of the flows, and involve subjective judgement of the position at which "transition" can be said to
have occurred. A line at Re=20,000 is also shown. Although there is scatter in the results the line appears to
represent the trend acceptably.

The flow in the present case was found to be astonishingly sensitive to disturbance. Response was noted to the
sound of the camera motor drive, to the stroboscope fan outside the tunnel, and to the sound of the wind tunnel
motor control system. Even a tap on the tunnel wall would induce upstream movement of the transition to
turbulence in the vortex sheet of around half the distance to the apex. The effect is equivalent to the well known
"sensitive flame".

This observation helps to explain why the effects were not seen in this form in the low speed cases where
blockage was present. Under these conditions the increased sound output of the wind tunnel motor, possibly
combined with additional levels of free stream turbulence, would be enough to trip the whole vortex sheet to
turbulence. This point has obvious morals for other experimenters in the area.
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It may be noted that, with the benefit of hindsight, the tassel instability of the vortex sheet can also be observed
in the visualisations in the Ph.D. Thesis by Payne (1987) which was the source of the clear cell pictures already
discussed. The detail effects described above do not appear to be have been commented on specifically in that
work, but it would have been difficult to be certain of the effects from the external smoke injection method used
in those tests. Payne, Ng, Nelson, and Schiff (1988) remark on the possible generation of the cells from a
Kelvin-Helmholtz instability in the feeding vortex sheet, and in an earlier preprint version of the paper link this
to the Gad-el-Hak and Blackwelder observations. However it can now be seen that the two instabilities are
distinct.

Even fully turbulent structures are shaped by the tassel instability. This effect can be seen in Fig 13 which was
taken with the tunnel blockage in place thereby inducing turbulence in the vortex sheet at an early stage. The
clarity of the photographs is lower than desirable, but they are of particular interest since they record the same
flow under two different exposures, thus revealing the leading edge instabilities at the shorter exposure, and S
shaped turbulent structures following the tassel instability form in the longer, exposure photograph. Similar
patterns have been observed in flight by Campbell et al (1988), who has already pointed out the relation of his
results to the flow visualisations of Payne et al (1988). Since a large class of instabilities have been shown to be
dominated by inviscid effects it would seem that the tassel instability observed in the present experiments is a
reasonable candidate mechanism to explain these full scale results.

Squire, Jones and Stanbrook (1961) inferred the existence of streamwise vortices in separated vortex sheets on a
delta wing during wind tunnel tests at Mach numbers up to 2.0. They were not able to observe the vortices
directly from vapour screen visualisations, and relied on the evidence of surface flow patterns. This result,
particularly when combined with the pressure measurements of Payne (1987) which show the existence of pressure
variations in the vortex core correlating with the cell structure, suggests that the effects at full scale could include
local spatial variation of the surface pressures.

A preliminary set of experiments has also been carried out on the response of the higher Re flows without tunnel
blockage to forced vibration. The results have proved highly complex, and only an initial description will be
given here. It will be recalled that these flows were found to be extremely sensitive to disturbance. Surprisingly,
it has been found that sinusoidal acoustic excitation did not have a strong tendency to cause transition to
turbulence. Rather the flow responded in an orderly and repeatable fashion.

A set of photographs indicating this response is given in Fig 14. These photographs were taken as time exposures
under stroboscopic lighting locked to the forcing input. The vortex paths therefore represent lines of constant
phase in the response. At the conditions shown the variation in response of the sheet is remarkable. The forward
part responds in a comparatively uniform manner, similar to that observed in the lower Re cases described in
Section 7. However at some chordwise position, dependent on frequency and velocity, the vortex paths may arch
towards the wing. This is followed by a response in which the vortex paths remain parallel to the leading edge,
and finally by a more turbulent region in which it is frequently possible to identify higher harmonic response.

It may be observed in Fig 14 that small proportional changes of frequency cause major changes in the form of the
response. The chordwise position of the major changes in structure is close to the position of transition in the
sheet for the test velocity for this case. It therefore appears that the arching effects are related to the sheet
transition processes. The second uniform length of vortex sheet appears to correspond to a stabilisation of the
flow by the forcing input, while the final part of the flow represents the case where the forcing is not enough to
stabilise the flow. This set of interpretations is both preliminary and speculative. However it appears that the
delta wing vortex sheet offers an interesting experimental configuration for the examination of the three-
dimensional shear layer transition process, results from which could be applied to other shear layers of practical
interest.

8. Discussion

Tim present experiments on delta w.ngs ha.c denuotirated that iiiere are two separate instability processes at
work in the shear layer. The first is a two-dimensional classical Kelvin-Helmholtz shear layer instability forming
vortices parallel to the leading edge, which are convected around and into the vortex core. The second is the
formation of streamwise vortices. This mechanism is similar to that observed in many other flows. Several of
these were described in section 3 of this paper. As in all cases known to the writer, the essential nature of the
transition to turbulence is three dimensional, with two clearly separable instabilities joining to form the final
breakdown.

Previous studies of shear layer instabilities have been of a two dimensional case. In such cases, to quote
Pierrehumbert and Widnall (1982), "the three dimensional instabilities are involved in the generation of small scale
erratic flow, but do not destroy the large scale coherent structures." But in the present case the more significant
feature of the flow, and that which controls the large scale structure, is the streamwise instability. Thus there is
a significant difference between the results of present case and those studied before.

The critical difference appears to lie in the curvature of the flow. The streamwise instabilities have clear
similarities to Taylor-Couette flows. In both cases the streamwise structures appear in advance of the transition
process. The effect of streamwise structure appearing before transition is also a feature of many boundary layer
flows with curvature, eg Gortler vortices. There is a strong parallel between transition in the present case with
the three dimensional boundary layer transition on a spinning disc Gregory, Stuart, and Walker (1955), and on
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spinning cones and spheres in the series of studies by Kohama and his co-workers cf Kohama (1985). In all these
cases strong streamwise structures appear in the flow, and transition is marked by the appearance of linked
breakdown events in each streamwise structure.

In the same way the classical Tollmien-Schlichting waves of the two dimensional boundary layer erupt into
turbulence via a locally three dimensional event which may be reasonably compared to the small scale erratic flow
in the two dimensional shear layer case. Naturally such comparisons cannot be exact, but it is hoped they may be
illuminating. In particular the comparison strongly suggests that a streamwise instability in a curved vortex sheet
could be predicted theoretically.

The present results were obtained in air. Most previous visualisation results have been performed in water. This
includes the work of Winant and Browand, the long series of subsequent studies at USC, and also that of Gad-el-
Hak and Biackwelder. Water studies imply differences in experimental parameters to those done in air. The
factor of 13 in kinematic viscosity implies ultra low speeds in water, and in the case of the USC experiments the
shear layer formed from the combination of two streams has substantial momentum thickness as it leaves the
trailing edge. It may also be observed that excitation via a fluctuating water valve is unlikely to produce
sinusoidal oscillations.

The Gad-el-Hak and Blackwelder work used a towing tank. The principal difficulty with this approach is the
limited run time, and the likelihood that results can only be examined off-line. In contrast the present work in a
wind tunnel has permitted the achievement of low Re combined with long experiments in which interaction with
the flow by the experimenter was possible. The disadvantage of the current approach lies in the difficulty of
obtaining useful measurements at low air speeds by conventional instrumentation, and a degree of flow
unsteadiness which obscures the results. A feature of these experiments is the thinness of the shear layer leaving
the leading edge. Thus comparison with other work is difficult because of the difference in conditions. It
appears that the delta wing provides a unique flow condition for evaluation.

9. Conclusions

Novel flow visualization techniques have been show to provide new information about the low speed vortex flows
over a delta wing. In the present experiments it has been found that:

1. A quasi two-dimensional instability exists in the shear layer leaving the leading edge.

2. A second locally streamwise instability of the vortex sheet is also present, and gives rise to steady
structures within the vortex core.

3. Both instabilities are inhibited by the vortex stretching and wrapping process.

4. The interaction between the two modes of instability causes transition to turbulence.

5. The shear layer can be forced at a wide range of frequencies, but the response mechanisms appear
to differ from those observed in simpler flows.

6. The streamwise instabilities are thought to be due to the effects of vortex sheet curvature.

7. Turbulent shear layers can be seen to contain the same streamwise structure, and it is thought to
occur at full scale.
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Figure I Laser Light Sheet Visualisations Figure 2 Laser Light Sheet Visualisations
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Figure 7 Top View Demonstrating Pairing Mechanisms. 700 Wing at 200 Incidence,0.44 m/s, 50 Hz
Input.*a. -m

"Unforced" 10 Hz

20 Hz 30 Hz

40 Hz 60 17

Figure 8 Response of Sheet to Acoustic Forcing at Various Frequencies. 700 Wing at 200
Incidence, 0.33 m/s.

Figure 9 Laser Light Sheet View of a Forced Response Case. 700 Wing at 200 Incidence, 0.33m/s, 20 Hz
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Figure 10 Views of Sheet Instabilities Showing Effects of Speed. 800 Wing at 300 Incidence
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Figure 1013 Expansion Showing Transition Process
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Figure 12 Chordwise Transition Position vs Velocity
800 Wing at 300 Incidence.
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1/125 sec exposure

1/15 second exposure

Figure 13 Fully Turbulent Flow for 700 Wing at 200 Incidence, 0.87 m/sec.

150 Hz. 160 Hz

170 Hz. 182 Hz

Figure 14 Stroboscopic Visualisation of Acoustically Forced Response. 800 Wing at 30' Incidence.
1.36 m/s.



12-1
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Summary

Flush-mounted hot-film gages have proved effective in detecting boundary-layer transition and in
measuring skin friction but with limited success in detecting laminar separation and
reattachment. The development of multielement micro hot-film sensors, and the recent discovery of
the phase reversal phenomena associated with low-frequency dynamic shear stress signals across
regions of laminar separation and turbulent reattachment, have made it possible to simultaneously
and unambiguously detect these surface shear layer characteristics. Experiments were conducted on
different airfoils at speeds ranging from low subsonic to transonic speeds to establish the
technique for incompressible and compressible flow applications. The multielement dynamic shear
stress sensor (MEDS 3 ) technique was successfully used to detect laminar separation, turbulent
reattachment as well as shock induced laminar and turbulent separation.

Nomenclature

c Airfoil chord

Cp Pressure Coefficient

Rec Reynolds number based on chord length

Chordwise distance

y Distance normal to the chord

a Angle of attack

Introduction

Flow separation, transition, and turbulence have continued to be the most challenging problems in
fluid mechanics for over a century. In spite of the phenomenal progress made in computational

fluid dynamics and experimental techniques, our understanding of these viscous flow
characteristics is far from complete, even for the simplest cases involving steady, two-
dimensional flows. The most extensively studied pheonomena like boundary-layer stability,
transition, turbulence, separation, and reattachment are temporal by their very nature, but most
experiments freeze them in time or space, thereby losing some useful and, perhaps,
significant information. Boundary-layer separation and reattachment are never steady, are
generally associated with a low-frequency oscillation and in the case of laminar separation, there
is not much data on the instability of separated shear layers leading to transition and turbulent
reattachment.

Flush-mounted hot-film gages have been used to measure skin friction and also to detect transition
and separation. H. Ludwieg' was perhaps the first to conceive of a skin-friction gage utilizing
the relation between momentum and heat transfer when the streamwise dimension of the element is
small compared to the boundary-layer thickness. The flow-field velocities which convect the heat
in the wall layer are mainly proportional to the local wall shear, hence, the rate of heat lost
from the heated element will be an indication of the wall shear magnitude. The original gage
design was complex and difficult to miniaturize, though it did represent state-of-the-art at that
time. Liepmann and Skinner

2 
simplified the design of the gage by burying a 12.6-tg-diameter

platinum wire In a groove In the surface of a nonconducting substrate like bakelite. It proved
fairly successful in both laminar and turbulent boundary layers, but the major drawback was the
heat conduction through the substrate.

Bellhouse and Schultz' carried the development further through a series of experiments using thin
(I Wi ) platinum film baked onto the surface of a pyrex glass substrate. A thin film of thickness
1 In has a response time of 0.04 usec', which is eminently suited for dynamic measurements. The
thin films were used in the constant-temperature anemometry mode. Transition was indicated by the
sharp increase in the mean current through the film, whereas the minima Indicated laminar
separation. They also noted irregular response of heated films at separation as an indicator. 4

These measurements required preclse calibration of the films, and the heat conduction through
substrates appeared to have a significant effect on the results.

In addition to the above studies, which were devoted to the development of constant-temperature
heated surface gages to measure skin friction, there have also been many other attempts to use
them for subsonic, transonic, and supersonic flows (see Owen ref. 5; McCroskey and Durbin ref. 6;
Rubesin, et al. ref. 7; Armistead and Keyes ref. 8; Owen and Bellhouse ref. 9; Menendez and
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Ramaprian ref. 10). Most of these efforts were confined to examinations of calibration
characteristics and the more recent referenced efforts have been directed at quantitative skin-
friction measurements. Much progress has been made in the development of substrate materials with
negligible heat loss.

The ambiguous nature of the technique used by Bellhouse and Schultz
3 

to detect flow separation was
pointed out by Rubesin, et al.,7 who suggested a different approach by exploiting the interaction
of multiple-element gauges when they are close together. They used multielement sensors in groups
of three and heated the central sensor, whereas the adjacent ones were left at a low overheat. In
such a mode of operation, the sensor wires locally downstream of the heated central sensor
requires the lesser power for a specified overheat temperature. Thus, the local flow direction
was ascertained which could be used tc locate the separated region. Such a "three-wire" technique
was also used by Manuel, et al.'' as a laminar separation sensor. However, as analytically shown
by Degani,'

2 
the interaction due to conduction through the substrate at laminar separation could

be of the same order as the convection and hence, the signal-to-noise ratio could be quite small
making the measurements unreliable. Also, the amount of heat input necessary to detect flow
reversals may be significant enough to alter the flow characteristics in the separated region.
However, Rubesin, et al.

7 
were quite successful in locating shock-induced separation using this

technique without upsetting the flow, due to the presence of large gradients in the flow
parameters in the neighborhood of the shock. Armand'" used surface hot-film sensors to study
various boundary-layer phenomena, including the determination of flow direction at the wall based
on the work done by McCroskey and Fisner'' and McCroskey and Durbin.

6 
The presence of boundary-

layer separation was indicated by marked fluctuation in low-frequency signals.

It is believed that a major breakthrough was achieved recently by Stack and Mangalam [15] with the
discovery of phase reversal in low-frequency signals from heated films across the region of
separation and reattachment. Experiments were originally conducted on low-Reynolds-number
airfoils at low speeds',

6 
to detect laminar separation and turbulent reattachment.

Subsequently, further experiments were conducted to extend the technique to high speed flows.
Shock-induced turbulent separation and reattachment were detected using the MEDS

3 
technique in

tests conducted on a supercritical airfoil at transonic speeds. A summary of results from these
tests is presented in this paper.

I. Description of the Sensor and Instrumentation

The originally developed'
5 

multielement hot-film sensor (fig. 1a) consists of a number of
independent NicKel films, electron-beam evaporated'

7 
on a thin (0.05 mm) polyimide substrate in a

straight-line array. Each sensor consists of a Nickel film 1.0 mm long and 0.12 mm wide with 5Pm
copper-coated Nickel leads routed to provide wire attachment away from the measurement location.
In the first experiment,'

5 
the leads were configured to provide wire attachment downstream of the

last sersor. In the subsequent sensor development and experiments'
6 

the leads were taken out
along the span to provide wire attachments completely outside the test section walls so as to
obtain a practically nonintrusive sensor system (fig. ib). The unheated resistance of each film
was a nominal 5 ohms in the first experiment and about 8 ohms in the subsequent experiments. The
films were spaced at 2.5 mm intervals which provided consecutive measurements at 1.66-percent
chord intervals for the 15 cm chord airfoil models.

In the first experiment,' the sensors extended from 0.45 chord to 0.95 chord locations, whereas
in the second and third experiments the sensors extended from the leading edge all the way to the
trailing edge. 6 The substrate was bonded to the model with the sensor array placed streamwise.
The instrumentation available for the experiments dictated that the sensors be arranged in groups
for purposes of measurement and recording. A multichannel switch was used to connect the desired
sensor group to independent constant temperature anemometers which simultaneously heated the
respective group of films to a nominal 50 *C above recovery temperature. The fluctuating voltage
output of the anemometer is a runction of the dynamic shear stress present at each film
location. In order to assess the influence of heated sensor elements on each other, they were
also heated individually and in groups with all the others cold. There was no noticeable
influence of individually heated films on one another. The anemometers as well as the sensors
were designed and fabricated at NASA Langley Research Center. The frequency response was from
zero to an upper limit of 10 kHz which was adequate for the tests described here. This limit also
provided a satisfactory signal-to-noise ratio for the anemometer output signal. The signals were
amplified by an A-C 2oupled (1 Hz high pass) amplifier and recorded on an analog FM tape recorder
whose upper frequency was set at 10 kHz. The amplifier signal to the analog recorder was
simultaneously connected to an oscillograph recording system which provided on-line time history
traces of the operating group of sensors. The frequency response of each trace was flat ±3 dB
from 1 Hz to 4 kHz. A schematic diagram of the instrumentation is shown in figure 2.

II. Laminar Separation and Reattachment

The first application of the multielement sensor'' was on a low Reynolds number airfoil, LRN(1)-
1010 (Evangelista, et al."

8
) since airfoils at low Reynolds number exhibit all the shear layer

characteristics of interest, i.e., laminar flow, laminar separation, transition, and turbulent
reattachment followed by turbulent flow with or without turbulent separation. When laminar
separation occurs, it is rapidly followed by transition in the highly unstable separated shear
layer, followed by turbulent reattachment when the Reynolds number is sufficiently high. The
extent of the laminar bubble depends on the chord Reynolds number for a smooth airfoil.'

9- 22

The Eppler 387 airfoil model was used in the second experiment'' which was conducted in the Low-
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Turbulence Pressure Tunnel (LTPT). This facility, has a low freestream turbulence suitable for
low Reynolds number testing. 23 The Eppler 387 airfoil model was covered with a substrate having
60 films on the upper surface that extended all the way from the leading edge to the trailing
edge. The pressure distribution on the Eppler 387 airfoil is such that at low chord Reynolds
numbers, the location of laminar separation moves appreciably along the chord with the angle of
attack. The location and the extent of the laminar separation bubble were determined from the
surface static pressure distribution as well as from surface flow visualization using oil flow
technique.23

The multielement hot-film sensors were, as mentioned earlier, used in the constant temperature
anemometer mode with each film heated to a nominal 50 OC above the recovery temperature. The
films were not calibrated and their resistances were not identical. A multichannel switch was
used to connect the desired sensor group to independent constant temperature anemometers. An
oscillograph recorder was used to monitor the signals in real time. Initially, they were used to
assess the mutual interference of heated films. The electrical currents passed through these
films are so small that mutual interference due to heating was insignificant.

Analysis of the time history of signals (rms output) from individual hot wire or hot films has
been one of the well established ways to determine laminar, transitional, and turbulent regions of
the boundary layer. A sketch of a laminar separation bubble is shown in figure 3a. Several
elements of the multielement sensor were located in such a region on the Eppler 387 airfoil
(indicated in fig. 3a by thick bars). Typical time histories of dynamic shear stress signals from
these sensors at the different chord locations are shown in figure 3b and corresponding rms values
of the shear stress signals are shown in figure 3c. Clearly, the laminar regions are indicated by
low rms values and an increase in amplitude is observed with the approaching transition. Maximum
rms values are observed before the end of transition, followed by a decrease in the turbulent
region. The rms value in the turbulent region is lower than that present at peak transition but
much higher than that observed in the laminar region. It is thus possible to demarcate the
laminar, transitional, and turbulent region using the time history of the signals obtained
simultaneously from all the films. Consequently, the following questions arise:

1. The surface shear layer being laminar on either side of the separation "point" (point S,
fig. 3a), how could one differentiate the laminar signals 1, 2, and 3 in order to locate laminar
separation?

2. Although it is fairly straibht forward to establish the location of transition on the
basis of rms values as well as the time history of the signals, how does one determine whether
transition has occurred in a boundary layer or within a separated shear layer?

3. It follows again that, though it is possible to establish the location of a turbulent
boundary layer, it is not clear whether it is the result of transition in a boundary layer or is a
consequence of turbulent reattachment of a separated shear layer.

The answer to all these questions hinges on the accurate determination of the laminar separation,
when it is present, i.e., depends on the answer to question 1. Armand," Rubesin, et al.,7 and
Owens plotted the power spectra of the fluctuations in the separated region and after
reattachment, and showed that the energy increase in the separated region was confined to a narrow
band of frequencies, whereas the increased energy due to the pressure rise after reattachment was
broadband. Owen also demonstrated that the variation in substrate conduction and unsteady
turbulent effects can dominate the gage outputs and lead to erroneous results. Rubesin, et
a!.' wre, perhaps, the first to use the sensors in a three-element configuration to determine the
direction of heat convection. The technique worked quite well in the presence of shock induced
separation. However, as Indicated by many studies, the conduction through the substrate can lead
to erroneous results, especially when separation is not accompanied by large changes in energy
levels. At low speeds, for instance. this technique fails to give reliable information.
Armand"' was perhaps one of the first to observe the presence of low-frequency fluctuations in the
neighborhood of laminar separation using surface hot-film sensors. He observed that the average
voltage is small because the shear stress is a minimum at laminar separation, but the dynamic
signals indicated low-frequency components that he considered were important. Although Armand
made a subjective estimation of transition and separation location, he recognized the possibility
of using "several wel- located sensors so that the experimenter could follow transition and
separation" in real time. It must be borne in mind that these techniques described above require
careful calibration for signal comparison.

A crucial breakthrough was achieved by Stack and Mangalam In their experiment to detect laminar
separation on a low-Reynolds number airfoil"5 . The use of a stethoscope helped pave the way by
providing a means of audio detection of pressure fluctuations associated with laminar separation.
to answer the crucial question. It is a simple tool to determine laminar, transitional, and
turbulent regions. Indeed, just upstream of laminar separation one could hear the presence of
low-frequency disturbances, whereas at the separation location itself there was a relatively dead
silence. This indicated that there was a local minimum in pressure fluctuations at separation.
It was felt that if a human ear could differentiate the two signals, they also may have left their
traces on the sensitive films. The time history of signals as shown in figure 3 is usually
plotted on a scale too crude to reveal this information. Hence, it was decided to appreciably
increase the gain (actually 30 times) to check if the conjecture was right. The raw data did
indicate a decrease in the amplitude of signals at the separation location (fig. 4a).
Furthermore, a careful observation of the dynamic signals also indicated a peculiar trend in the
amplitudes: The crests and the valleys of the dynamic signals reversed directions across the
separation and the output signals indicate minimum amplitude. These signals appeared to be
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fluctuations with predominently low-frequency content. When the high frequencies were filtered
out, the dynamic signals clearly brought out the reversal in phase across laminar separation
(fig. 4; traces A to B). Hence, laminar separation was indicated by a decrease in the amplitude
of the dynamic shear stress (fig. 4; trace S) and a phase reversal in dynamic shear stress signals
across laminar separation (Fig 4; traces A and B).

The overall laminar separation bubble dynamics in the present experiments are believed to be
driven by the presence of relatively "high" amplitude and low frequency pressure fluctuations in
the test facilities used. This mechanism was discussed and suggested by M. Morkovin. Apparently,
the existance of such disturbances in wind tunnels can cause unsteady flow phenomena associated
with separation, shocks, etc.

In order to quantitatively establish the observed phase reversal phenomenon across laminar
separation, signals from hot films at different chord locations were subject to frequency domain
analysis. A digital signal analyzer employing the Fast Fourier Transform algorithm provided
coherence and phase analysis. For output signals taken from the same side of laminar separation,
the coherence between signals was practically one and the phase difference was zero (fig. 5a).
For signals taken across the laminar separation region, a distinct phase reversal to -1800
(fig. 5b) was observed, thus reinforcing what was observed in the time history (fig. 4) of the
signals. The dynamic shear stress signals were again in phase immediately downstream of the
separation point (fig. 5c).

Experiments were conducted at a number of freestream velocities (chord Reynolds numbers) and
angles of attack. The phase reversal phenomenon associated with dynamic shear-stress signals
accompanied by a sharp drop in the dynamic shear-stress amplitude was consistently observed at
laminar separation. The phase reversal was more sharply defined in the tests conducted in LTPT,
presumably due to the very low freestream turbulence levels. 23

An attempt was then made to extend the present technique to locate turbulent reattachment. The
unfiltered and filtered time traces for the Eppler 387 airfoil in the neighborhood of the
predicted turbulent reattachment region are shown in figure 6. The unfiltered signal traces show
a marked reduction in signal amplitude at x/c = 0.6874, indicating reattachment at that
location. The presence of high frequencies make it difficult to observe any phase changes.
However, when the data is filtered to 10 Hz (fig. 6b), a clear phase reversal is observed at this
location. Furthermore, there is a noticeable reduction in amplitude at x/c = 0.7382 and another
phase reversal across this chord location. It appears that turbulent reattachment has occured in
two stages: the first at x/c = 0.6874 and the second at x/c = 0.7382. The presence of two
"reattachment points" seems to indicate that there were at least two recirculation regions at
turbulent reattachment as sketched in figure 7. The senso output signals from this region were
ag digitally analyzed to determine their phase relations. Indeed, there was a +180 deg. phase
shift across x/c = 0.6874 and -180 deg. phase shift across x/c = 0.7382. An illustration of the
phase relations between sensor output signals across the laminar separation bubble on the upper
surface of the E-387 airfoil model at Rc = 200,000, (alpha) = 2 deg. is shown in figure 8. The
signals are in phase upstream of the bubble (fig. 8a), out of phase by -180, across the separation
point (fig. 8b), in-phase within the bubble (fig. 8c), out of phase by +1800 across the first
recirculation region (fig. 8d), out of phase by -1800 across the second recirculation region
(fig. 8e), and again in phase downstream of the bubble (fig. 8f). A comparison of results
obtained from oil flow visualization23 and MEDS3 technique for the E-387 airfoil is shown in
figure 9, where the turbulent reattachment point corresponds to the last occurence of phase
reversal downstream of laminar separation for the hot films. The results are in excellent
agreement at reattachment but a systematic difference exists at separation. More detailed studies
using flow visualization as well as MEDS 3 technique may be necessary to explain the differences
between measurement techniques and with theory 23 which only predicts separation.

III. Shock-Induced Laminar and Turbulent
Separation and Reattachment

All of the preceding discussed experiments were conducted on low-Reynolds number airfoils at
relatively low speeds (M < 0.1). It was then decided to check whether the phase reversal
phenomenon could also be observed at high speeds. Two NASA developed airfoils were tested at
transonic speeds to detect shock-induced separation and reattachment. Tests were conducted on a
15 cm chord integrated technology (IT) supercrltical airfoil in the NASA Langley Research Center
0.3-Meter Transonic Cryogenic Tunnel. Tests were also conducted on the HSNLF(1)-0213F airfoil in
the Ohio State University 6- by 22-Inch -ransonic Tunnel. Some results from these experiments
have been presented in references 24 and 25. Some relevant features of the tests pertaining to
the phase reversal phenomenon are briefly described in this paper.

The lower surface of the IT airfoil was fully instrumented with the multielement sensor technique
MEDS 3 from the leading edge to the trailing edge. A large adverse pressure gradient (fig. 10)
exists in the lower concave region near the leading edge resulting in a turbulent boundary
layer. The shear stress fluctuations determined from the sensor output signals indicated an
appreciable drop in amplitude in the further downstream convex region and in the presence of rapid
acceleration but the boundary layer did not relaminarize. In tests conducted at a free stream
Mach number of 0.7, chord Reynolds number of 6 x 106, and angle of attack of -10, the measured
pressure distribution on the lower surface indicated the presence of a shock at about 32-percent
chord (fig. 10). The output signals from the sensors located in this region clearly showed a
phase reversal and a plot of the phase relations between the signals from sensors located in the
neighbcrhood of the shock are shown in figure 11. The signals are seen to be In phase upstream of
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the shock (fig. 11a), there is a -180 0 phase shift across the shock-induced turbulent separation
(fig. 11b), a +1800 phase shift across the reattachment (fig. 11c), and the signals are again in
phase downstream of the shock-induced separation bubble (fig. 11d).

Figure 12 shows the favorable pressure gradient on the HSNLF(1)-0213F airfoil with laminar flow
maintained rearward to the shock-induced laminar separation and reattachment as indicated by the
hot films on the upper surface. Again, the output signals from sersors located in this region
clearly exhibit a phase reveral and the corresponding relations between signals from sensors
located in the shock zone are shown in figure 13. Once agc-n, the signals are in phase upstream,
shift across the shock-induced turbulent separation and reattachment, and are back In phase
downstream of reattachment.

These experiments have shown, for the first time, that the phase reversal phenomenon is not
limited to flow separation at low speeds but can be observed even at transonic speeds.
Furthermore, the experiments have demonstrated that the technique enables one to detect laminar as
well as turbulent flow separation and reattachment. Since it appears to be independent of the
speed regime there is reason to believe that the MEDS3 technique may also be applicable to flow
separation at supersonic and hypersonic speeds.

IV. Conclusions

The multielement dynamic shear stress sensor (MEDS3) technique has been successfully used to
accurately detect laminar as well as turbulent flow separation and reattachment based on the
recently discovered phase reversal phenomena. The technique was developed during an effort to
detect laminar separation on airfoils designed for low-Reynolds number applications. The phase
reversals in low-frequency dynamic shear stress fluctuations across regions of flow separation and
reattachment were found to be present in a low-disturbance as well as in a noisy flow
environment. The MEDS 3 technique was subsequently used to detect shock-induced turbulent
separation and reattachment at transonic speeds in both a continuous flow wind tunnel and a blow-
down wind tunnel. Flight research and extension of the technique to supersonic and hypersonic
flows are viable areas for future work.
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Experimental Study of Instability Modes in a Three-Dimensional
Boundary Layer

B. Muller and H. Bippes
Institute for Experimental Fluid Mechanics,

DFVLR, Bunscnstra3c 10, D-3400 Gittingcn, FR Germany

Nomenclature

c chord,!ngth of the flat-plate

cp pressure coefficient

G mean velocity outside of the boundary layer

Q_ free stream velocity

Tu turbulence level of the "treamwise fluctuations

UVW mean velocity in x,y,z-direction

u,v,w stationary perturbation

u ,v',w' non-stationary perturbation
1
RMS, VRMS, WRM RMS-vaiues of the velocity fluctuations

x,y,z carthesian coordinates

Re = free stream Reynoldsnumber

a, amplification factor of the stationary vortices; non-dimensionalized with the chordlength
of the plate

A wavelength of the stationary vortices

(5 boundary layer thickness

(D0 geometric sweep angle

, cross-flow Reynolds-number
V

V__... = maximum value of cross flow velocity, A = f" Vi V.,.dz

Indices

e in model fixed coordinate system ( x = normal to the leading edge, y = parallel to the
leading edge, z = normal to the surface)

S in streamline fixed coordinate system (x = tangential to the strcamline, y = cross to the
streamline, z = normal to the surface)

I. Introduction

The present work is part of a theoretical and experimental program of the DFVLR devoted to the study of
the practicability of "laminar wings" for transport aircraft. For this reason not only the conditions for the
final transition to turbulence have to be known but also the instability meclinism acting in such flows in
order to be able to design the most stable configurations.

On swept wings transition to turbulence is caused by different instability mechanisms, such as 3-D stag-
nation flow, cross-flow and centrifugal instability. These instability mechanisms may interact in a compli-
cated manner thus leading to ambiguity in the interpretation of the results. For facilitating both the the-
oretical and experimental approach to this problem, different models have been defined such that in each
of them one single instability mechanism is dominating.

The present experiment is concerned with the problem of cross-flow instability. It is a continuation of the
experiment started by Nitschke-Kowsky and Bippes [I] on a swept back flat plate. On this model a quasi
2-D boundary layer flow (infinite swept wing conditions) on a flat surface is simulated for approximating
the mathematical models used for the related primary and secondary stability calculations by Dallmarn and
Bicler [2], and Fischer and Dallmann [31, respectively, as well as for direct numerical simulation of transi-
tion accomplished by F. Meyer [4].

The work of Nitschke-Kowsky [I1] has already shown the swept back flat plate model to be most appro-
priate for the aimed purpose. It turned out that in the unstable three-dimensional boundary layer in addi-
tion to the stationary vortices, also referred to as stationary waves, travelling waves develop. The location
of the first appearance of both instability modes is roughly the same so that both were seen as primary
instabilities. The wave length of the stationary waves and the frequency of the travelling waves agree with
the linear stability analysis of Dallmann and Bieler [2]. In a niore detailed study of the travelling waves by
Bippes and Nitschke-Kowsky [5] the direction of wave propagation was also examined. Correlation meas-
urements indicated that, in contrary to lineat stability theory, a preferential direction of wave propagation
exists. In these tests, however, an interaction of both wave modes became obvious. That phenomenon not
only affected the attempts of measuring the direction of wave propagation hut generally caused an ambi-
guity in regard to the applicability of linear stability theory.
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The present experiments are aimed at quantitative measurements of the streamwise development of both
standing and travelling waves for a more detailed comparison with linear stability theory and for the
determination of an adequate input to secondary stability theory as developed by Fischer and Dallmann
[3J.

In order to be able to specify the limitations of linear stability theory for 3-D boundary layers the appear-
ance of non-linear interaction of the instability modes, also with regard to the applicability of the "e"-crite-
rio,'", has to be studied.

A further goal is to find initial conditions of general validity for direct numerical simulation of transition
as carried out by F. Meyer [4]. It is hoped to get an answer to this question by performing the experiments
on our swept back flat plate model in wind tunnels with different disturbance level and in a water towing
tank. A comparison of the results may also give some insight into the transferability of wind tunnel results
on the transition process under free flight conditions.

1. Apparatus and Aethods

Wind Tunnel

Most of our investigations were conducted in the I i-Wind Tunnel of the DFVt.R in G~ttingen. This wind
tunnel has a closed circuit and an open test section of Im x 0.7 m. The area reduction from the settling
chamber to the test section is 4.: I. The steadiness of the stream is improved by guide vanes and a
honeycomb grid. A turbulence level (Tu) of 0.15 % is achieved by three damping screens with an open area
ratio of 0.65 in the settling chamber 4.5 m ahead (if the nozzle exit (Nitschke-Kowsky [6]).

In order to examine the effects of the disturbance characteristics in the oncoming flow the model was also
used in two other wind tunnels both with closed circuits. One of them has a higher Tu-level of about 0.3
"% and an open test section of 3m x 3m. The other wind tunnel has a lower Tu-level of about 0.05 % and
a closed test section of 3.25m x 2.75m. The second purpose of this comparative tests was to examine the
influence of a larger test section on the approximation of a quasi-2-d flow.

In additi'in, some experiments were carried out in a water towing tank. As in this facility the model is moved
through the stagnant fluid, it is especially suitable for studying transition problem, at similar conditions as
in free flight. The water towing tank is IF in long, about 1.1 m wide and has a depth of I m. Furthermore,
one can take advantage of the powerful means for visualizing water flow.

Model

As mentioned above, a swept flat plate is chosen for the present experiment in order to have a realistic
comparison with the stability theory (Fig. I). A displacement body above the fat-plate generates a negative
pressure gradient in downstream direction necessary for the generation of the cross flow. Quasi-2-d flow
conditions are somulated by means of contoured endplates (see Nitschke-Kowsky [6]). A further improve-
ment in simulating quasi-2-d conditions was achieved by changing the nozzle of the I-mn wind-tunnel such
that the disaince from the exit to the model was constant over the spanwise direction. For all the tests the
model was set at a single sweep angle of (Do = 45' .

The same model made of plexiglas and in a 1:1 scale was built for the experimentation in the water towing
tank.

" .A"

S_ 24
z

5' X 0 4 0 6 -. Y/

45000-

a) b)

I: a) Swept hack flat-plate m(iclel in the I rn-wind tunnel

h) d cl A ew A: ) displacement body. p - flat plate. s - cti(l plate

Mieasurements

In the wind iminnel 1 he oil flov method is use( for tie flow visualization in order to get a gl0bal picture of
the flow. fwslensive ,elocity me:isurments are carried (lt with the aid of hot wire anemon.etry using special
sohrniniature V-prohcs with the hot-wires, adjuscl parallel to the surface. [herefore, a data reduction is
necessary wh ich prosides not only the mean viluc,, hut also Ilie time ,ignals anid tle power spectra averaged
oser i period Alf 6 s. -The analog signals arc digitalized with a sampling ritc of 4000 ll z (Rosemann [7]).
By the,,e means it i, po-ssible to get the meani and time dependent velocit, conponents parallel to the wall
(tang. and cross direction). The time %ignals arc filtered at 10 and 3000 H17. lhe hot ,viies are calihraled
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with respect ilo tile %el(it and the ilectitit belhure :an( ;ttter eaich mecasutenient. In that way, a high
Tcpc;rtabrlits" ill' the rnecasremntsrl calt he alchicsed. Fromtrc instantainious signak the RMS values and the
frequcnlcv spcctra ;tor both Comiponetnts ;itc catlcilktted onl a VAX 9300. 1 he hot-wvirc probe is Fixed to a
tir:ietsing mechlrnisrii which allows displitcemecnts of' the probe normal to thle pl~te surface with an accuracy
ot- 0.0)2S mmt.

In the vater tow ing tank on lv flow isLUllt/Mion with the hydrogen bubble met0hod has been carried out up
to) non. t he h t Nltogen-getietatingl1 Ite is placed ait 1 c~ 0t.0 and at 0.4 mmn from the wall. For more
detalils of- thle h~diogen bubble techrnique ,cc Bippes 1(XJ

III. 1lean Uo7"n

Tilhe cliordwise (list but ion oft the walt pressure on thle flit-plte As irrduced by the dtspt:icement body is
stoowil ilt IFig. 2. Curriplting rnecasurements att fero sweep angle show that int'inite swsept wing conditions are
welt awIloilitedt. It sliokl!d bie pointed out thatl a negat s\,e pressure gradient is present. In 2-d boundary
laser tittiss stuch a gai ;oilt is known ais a fitsourablc pressure gradient and would stabilize the flow. flow-
Cer. in) thle 1-d CAse ttiis is n)ot thle case. Actually, this grmotient introduces the cross flow instability. Fur-

her rrtoe. it shouldt be noted that for abrrtt X) -" (if' tile plate the pressure gradient is nearly constant. 1his
simplihres the cailculations. ty allowing ain apptrrximiatinn with Falkner-Skan-Crroke prol-ries.

In or der tol check the appt oximation uof the (mai2dmninlt irire thorriughty, tile touter flow is mea-
su ret in thle span between thle two erit- plates. t1his is (lotne for diffreent chrtrdsvise posit ions with the sub-
rain/ar ure V-probes. [For thlree differet k,-positions the ' -contponent is plotted over the spnnwise diiection
(see F-ig. 3). thie velocity Vvariation in spa tisise dlirection is 2.5 % over 900h mmi showing a good approxi-
mantion rif the qitsi-2-dimensiona lit y. T he quality of the experimental rea lisat ion of Such a flow can also be
checked by exam in ing thle [',com portent (Fig. 41. In quasi 2-f) fow the 1.-comn tew should( also be con-
stant over the chordwise direction. J he error amounts to 3.5 % over the chirordlength. tIhe strongest differ-
circe is close in thle leading edge where the displacement body andl the leading edge oif the flat plate influence
thre finiw. t'he (tifference may partly be (ire to the measurement with our V-probes. Close to the leading edge
large angles of the flow with respect to the probe were present such that these flow angles are underesti-
mateit by the V-probes. In order to) examine the variation of the outer flow normal to the surface, some
mea,'srtretrterlts are also (tone for the flow between the displacement body andl the plate. It turned out that
for more than I5 boundary layer thicknesses the velocity is constant, that meians close tio the flat plate a
pressure gradientt trma Io (c he surface could( not ble measured.

WithIiin the total selocit y rartge (Q, I5 ir 30) m/s) chosen for thle experiment, the appropriate parameter
forl leading edge con I minat ion is subcritical and also no leading edge contamination can be observed. The
at tachmcrtt line is located oin the sidle rif( h fat plate where the measurements were performed. Therefore,
nit hight sutctioin peak wvith subsequent 'm)g adverse pressure graticnt is generated. Consequently, any
small I istm r1 r;rnces in the oncorning flow shortilt be diampeit in the front part of our modtel,

C, -,

100~ 200 100 101) 0 ',i '

hrg . 2 Pessiri lis tnibuiriit mnsurei on thle swept back flat-plate

Stationary vortices

I he otmjatetic ;rrid localtion of stit ontiay sort ices ;tte traced with thle aid (it' file itil-tnow visualizationl tech-
n inpie. F ip. S shotws t hi' esu It obtainedl for tilie sweep arngle oif i7), - 45' and the free stream Reynol(s
a nutamtey Re 6 -I tt, at whit:.h the hlit-wiir measu retrrerrts arIe lso perfin ied. The evenly spaced streaks,
tv-i ehv, iniicale the statitiry 'rtcswhiuli are tottghly aligned swith thte flow directiorn outside the

troundiay layer ais it has ailreadyt ben stdrtei a nrumber oif experiments (Michel et at. (91[ Poll [tOY; Sanec
It IJ; Nitschke-KOwksky antI Rlippe, (11). 1the firti mcrirence (if the stat!tirnary soitrtcs in the oil fnow pat-
tern on onnr swepti baick fi t plate is observeiel ait porsit irn -,:c 0.42 cmt esporriting tor a free stream Reynolds
numbher of' Re, ?S - t0' rr a c ross fitow Rc rirlils ni trbet of y 96. The spain wise spacing is A, -9 tol
10 mm or expressedt in titn-iirensittral term,,s , 5 3., ,whetre i is thle borundary laver thickness. This,
%atie ritugh!v :ityrrc's with resilts of Atnal et ;il. 12 1 ;intl with caictrlatons (it' tOallma'nti antd Bieter 12)1.

In ordter ton examiine the ihowttstreamn dev'elopment (if the statt onars vitices, in nir detail, hot-wire incas-
tiremenis ale narTricit tint., The v'ltrcity clistribuirtitn ;itritss three sortfics is traced ait dilfferent downstream
porsititon,,. The spa risise aind idownst rcam n i in (if the sele( ted vonttices is itterit fled by marking the foot-
print trf a single votex in the (ii flow pattern 'in the model. PrtoIilcs arce me:nsttrei in a nuimber uif spanwise
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U. X,/ C = 0.7 06= 19 Im/sI Oo= 45' - X
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V-component
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Fig. 7: The velocitv variation for a constant distance xjc = 0.7 from the leading edge over the spanwisc
direction measured at a constant wall distance zi, = 0.24

positions, spaced by 1.7 mm or 0.15 wavelengths (A,). As an example the LI, and V,-components are shown
in a 3-D-plot (Fig. 6) for three x,-positions. The distance from the wall is made dimensionless with the
boundary layer thickness (bs.w), calculated with the measured pressure distribution. The plots show the
variation of the velocity profiles in spanwise direction which is generated by the stationary vortices. The
location of the maximum variation of the U,-component is at z/5 = 0.38 while the maximum of the V,-var-
iation is at about z/6 = 0.22 at a chordlength of x, /c 0.8. The results show the deformation of the
boundary layer profiles due to the stationary vortices. The comparison of the profiles for the three down-
stream positions exhibit the growth of the stationary vortices.

If the spanwise variations of the U, and V,-velocities at a fixed height in the boundary layer are compared
with one another, it turns out that there exists a phase shift of about a quarter of a wavelength between
them (see Fig. 7). This justifies the solution "ansatz" of the stability theory which provides exactly this phase
shift in the modelling for the perturbation model, which in the case of the stationary vortices represents
counter-rotating vortex pairs.

The wavelength of the vortices measured with the use of the hot-wire probes agrees very well with the
wavelength obtained from the oil flow visualization. However, it should be pointed out that the hot-wire
anemometry seems to be more sensitive, as it shows the periodic variations in an earlier stage (x, /c 0.4),
than the oil flow pattern. Furthermore, the transition point seems to be difficult to detect in the oil flow
pattern, as the evenly spaced streaks are still visible when the time signal of the velocity fluctuations meas-
ured with the hot-wire technique already indicates a turbulent flow (see Fig. 8). This is, however, not sur-
prising as the stationary vortices do not burst at the location of final transition but gradually decrease in the
turbulent boundary layer flow. This may be deduced from Fig. 8, where the spanwise variation of the mean
velocity component Us is displayed at a fixed position x, /c for different freestream velocities which corre-
spond to different distances to the transition location.

Fig. 9 shows the spatial amplification of the stationary vortices in the unstable region. It is important to note
that in an early stage of the transition process the amplitudes of the vortices differ considerably from one
another due to the conditions of natural transition where the instabilities are initiated by randomly distrib-
uted disturbances. The initial intensity of the instability modes depends on the disturbance level in the flow.
When no artificial disturbances of equal amplitudes are introduced these initial disturbances normally differ
from vortex to vortex. Within the transition region the vortices first grow exponentially with roughly the
same growth rate (a, 8 9) and therefore different amplitudes are observed upstream ofcc = 0.7 (X = 141)
for the chosen free stream Re-number. During the downstream development an exchange of energy between
the vortices seems to take place so that the amplitudes of the vortices level out and retain a final value. The
exchange of energy attenuates the vortices of high intensity and strengthens the vortices of weak intensity
(Fig. 10), thus modifying the amplification rate of the individual vortices. The spread of the measurements
in Fig. 9 accounts for this observation. The qualitative development is in good agreement with results
obtained by a numerical simulation code (see F. Meyer [4]), however, the experimental growth rate for the
stationary vortices of a, is about 30 /, smaller than in the calculations (a,12).

It should be noted that for the chosen free-stream conditions final transition to turbulence is not reached
on the plate. A linear growth is observed for 60 O% of the plate, assuming that the calculated location of
neutral stalility at xIc = 0.1 is correct. Then, the non-linear part expands over at least 30 /o of the tran-
sition region and consequently, is an non-negligible range of the transition region. Therefore, the application
of the el-method for the prediction of transition in 3-d boundary layers may be restricted. But as shown
further below also in the range of exponential growth, there is an interaction between Ntationary and tra-
velling waves.
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Fig. 9: a) Mean velocity of the UIs-componenit over the spanwisc direction at
x,/c = 0.9 and z = 0.7amm
b) temporal fluctuations (if the Us,-component for the spanwisc locations A and B m.!rked in Fig.
Ra

In the mean velocity profiles, the influenc of th stationary vortices is shown (Fig . 1). At positions do 3n-stream of the first occurence of the stationary vortices, the profiles are only weakly deformed but in a later
stage of transition the velocity profiles exhibit inflection points which in the 2-D case arc known as being
very unstable.'The V-component has changed so strongly that due to the vortices cross-over profiles exist
at some spanwise positions. How strongly this deformation influences the actual transition process and what
influence these profiles have on secondary instabilities, is investigated by Fischer and Dallmann [13] by
means of a secondary stability theory. The stationary vortices also deform the profiles of the basic flow by
the interaction between the basic flow and the instability so that the boundary layer profiles differ from the
calculated basic flow. A closer discussion of this phenomenon has been provided by F. Meyer and Klciser
[IS].
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Tu 0.15, *. - .o.x disturbance intensities measured in different individual stationary vortices

Velocity US/ Q6  Q.= 19 Im/sl (Do : 45

Q 080 GO IQ 0 go'

0 40 0 408

0 20 0 20

00 000 .

00 25 0 500 750 0 0 25 0 500 75 0

Xc/ C = 0.55 Yc Jmmj Xc/ C = 0.65 Yc MMn
-U 1 0 us 1 '0

080 - 0.80

0 60 0.60

0 40 0,40

0 20 0.20

0 00 0.
00 25 0 5008 750 0 0 25 0 50.0 750

XC/ C = 0.80 Y)mmi Xc/ C = 0.95 Yc mmj

Fig. 10: The spanwise distribulion of the (I,-componci1 t four dillcrlit chord positions. [he amplitldcs
of the slationary vortices are levelling (lout (hling thc do%% o\l le;1l (am eelpnch li.

IV. Travelling waves

Besides the stationary vortices travelling waves are predicted by the stability theory. Travelling waves are
time-dependent fluctuations in the form of relatively regular oscillations propagating in a predominant
direction different from the outer flow (Bippes et al. [5]). The amplitudes of the travelling waves depend
on the free stream Re-number and the boundary layer thickness. The RMS-value is a measure of the
amplitudes of the amplified waves. The first occurrence of travelling waves is experimentally observed at
about x, /c = 0.4, which is the same location where the stationary vortices are first identified so that tra-
velling waves and stationary vortices appear roughly at the same location. The frequency range (Fig. 12)
of the travelling waves is between 50 and 200 Hz. This is in very good agreement with the stability analysis
of Bieler [14] for our swept flat plate model (see also Nitschke-Kowsky [6]).
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Fig. 14: The U- and ['-velocity profiles for different spanwise positions at a chordlength of x/c = 0.9
measured in wind-tunnels of different turbulence levels.

10
o  

100/
/ //

10" 10- -zz

0

z

04 t0 XC 04A 06 0.8 t0 XC

Fig. 15: Amplification of (he stationary vortices in tangential and crors-direction over the chordlength,
Tit - 0.05, different symbols represent disturbance intensities measured in different individual
stationary vortices.

Looking at the RMS-values in spanwise direction, one notices, that already at r,/c = 0.5 a periodic vari-
ation of the velocity-fluctuations in the spanwise direction is present. The wavelength thereby is the same
as the one of the stationary vortices, but with a phase shift of A/2 with respect to the U,-component (Fig.
13). Therefore it can be concluded that an interaction between stationary and travelling waves takes place
already in an early '.tge of thc transition process such that at spanwise locations, where the U,-componcnt
has a minimum (I,,,,) the time signal ( shows higher amplitudes than at locations where U, has its
maximum. Therefore the amplification of the travelli-g waves also differs between these spanwisc locations
in such a way, that the amplification rate and therefoic the amplitudes of the travelling waves for the min-
imum of the U-component are larger than at the location of the maximum of the Us-component (,,,,).
Consequentely the transition to turbulence also lakes place first at a spanwise position where the U,-com-
ponent has its minimum.
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V. Influence of initial conditions on the development of instability

One of the major questions is the dependence of the transition process on the specific flow characteristics
of the used wind tunnel. Therefore, the experiment is carried out in different facilities. In addition to the
already discussed results of the Im-wind tunnel in G6ttingen, measurements were carried out in a 3.25m x
2.75m wind tunnel with a Tu-level of Tu 0.05 and a closed test-section and in a 3m x 3m wind tunnel
with an open test section and a turbulence level of Tu ) 0.3 %. In addition, some experiments were per-
formed in the water towing tank where the model is moved through the stagnant water and therefore only
body vibrations are present but no free stream turbulence.

The most striking result was, that the stationary vortices forming on the identical model attain higher
intensities in wind tunnels of lower turbulence levels than in wind tunnels with higher turbulence levels (Fig.
14), whereas for travelling waves smaller intensities are measured. The wavelength of the stationary waves,
however, is the same in all three wind tunnels and in the water towing tank for identical Re-numbers and
sweep angle (Fig. 20-21). In the first part of the transition region, where exponential growth can be observed
(Fig. 15), the amplitudes of the stationary vortices measured in the wind tunnel with the smallest Tu-level
of 0.05 % are more amplified than the others (compare Figs. 9 and 15). The experimental growth rate (0,
= 13) for the stationary vortices is in good agreement with the theory (a, - 12), if the experimental error
of about 10% is taken into account. The limiting amplitude arrives at about double the intensity of the one
measured in the I-m wind tunnel. The dominance of the stationary vortices in low turbulence wind-tunnels
agrees also with the observations of Saric [II] in a wind tunnel with a Tu-level of about Tu = 0.02%,
where he measured strong stationary vortices but no travelling waves. The surprising oberservation (Fig. 16)
in our experiment was that for an identical model the higher amplitudes of the stationary vortices do not
seem to influence the transition point strongly. At location x/c = 0.95 first turbulent spots can be detected
in the Iri-wind tunnel with a Tu-level of about 0.15 % at the fi-eestream velocity Q_ = 19 m/s
(Re = 6.3. 105) , this was not the case in the wind tunne; with a Tu-lev'el of 0.05 %, even though the
amplitudes of the stationary vortices are higher. Therefore, it can be concluded that the stationary vortices
do not play the major role in the transition process. As already mentioned before, the model is also used in
a wind tunnel with a higher Tu-level of 0.3 %. It is observed that at a position .v,'c 0.6 no stationary
vortices could be detected (Fig. 17) while there are already strong vortices present in the other tunnels.
Transition took place at lower free stream Re-numbers of about Re 5.0 • l0 compared to a transition
Re-number of Re 8.0 • 101 at the 3-m wind tunnel with a Tu-level of about Tu = 0.05. Consequently, it
can be concluded that on an identical model the Tt-level affects the stationary vortices in a way that lower
Tu-levels increase the growth rate of the stationary vortices and the final amplitude of the stationary vor-
tices, but nevertheless transition occurs at slightly higher Reynolds numbers.

The hydrogen bubble pictures (Fig. 1) taken in the water towing tank with an extremely low disturbance
level also show strongly amplified stationary vortices. The wavelengths, being also Re-number-dependent,
agree well with those found in the wind tunnels for the same Re-numb-r. Unfortunately, no other measuring
technique could be applied so far for the tests in the water towing tank especially with regard to unsteady
disturbances. In the water towing tank the velocity fluctuations are so weak that they cannot be identified
in the hydrogen bubble visualisations.

Xc/ C = 0.95 QO= 19 Jm/s (P0 = 45
28 0 28 0

US  3-m-tunnel; Tu = 0.05 US 3-m-tunnel; Tu = 0.0524 0 24 0
Im/,i Maximum of the stationary vortices m/l Minimum of the stationary vortices

28 0 20

12 0 12 1 0

4 -rn-tunnel; Tu = 0.15 u248 1-rn-tunnel; Tu = 0.15
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Fig. 16: Time signals of the velocity fluctuation Q, l - i,' at the two spanwise positions of U,,_ and U,.

marked in Fig. 13 for two different lu-evels
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It is known that in an unstable boundary layer the instability modes are triggered by initial disturbances in
the oncoming flow and by surface roughncsses. In order to understand the above phenomena, the flat plate
model in the wind tunnel was shifted in spanwise direction to find out whether the stationary ,,ortices are
initiated by disturbances on the plate or in the oficoming flow. The stationary vortices are measured at a
constant distance to the wall, z/b = 0.24 over roughly 7 wavelengths. Then, the plate was moved 5 and then
9 mm from the original position in y-direction. The probes stay at the same loc,tion with respect to the wind
tunnel. Again, the y-traverse is carried out for both positions. When the results arc plotted in a plate-fixed
coordinate system (Fig. 19), all the stationary vortices are at the same location. Therefore, it can be con-
cluded that the stationary vortices move with the plate and therefore, plate-fixed disturbances trigger the
vortices. That means that roughnesses on the surface or manufacturing tolerances of the leading edge of the
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plate initiate stationary vortices. After having wiped the leading edge of the piate in order to remove any
dust particle only minor changes could be observed, however, the stronger vortices are still present with the
same amplitude as before. Therefore, it seems likely, that the vortices are initiated by manufacturing toler-
ances of the leading edge or by surface roughnesses rather than by disturbances in the oncoming flow.

Further studies of the origine of the initial disturbances are done in the water towing tank. To change the
size of the initial disturbance, a screen was fixed in front of the model. Bittcher [16] examined the flow
behind screens as used in the settling chambers (of the wind tunnels and found that the disturbances behind
screens superimpose a spanwise periodicity upon the flow downstream of the screen until they reach a final
amplitude. Carrying out the experiment in the way described above, the wavelength of the stationary vor-
tices changed to larger wavelengths being in good agreement with the wavelength Bittcher [16] has exam-
ined for flows behind grids. The results (Table I) of the experiments in the water towing tank can be
explained in the way that only if there is a strong spanwise variation of the mean velocity in the oncoming
flow the stationary vortices are initiated by disturbances in the outer flow. Furthermore, in this case, the
wavelength does not depend any more on the Re-number (in the range of Re - 3.5 105 - 5.5 • 105) but on
the geometry of the screens as shown in [16].

Another feature in the formation of the wavelength of the stationary vortices is exhibited in Fig. 20. This
figure shows a hot-wire measurement for a constant distance from the wall at zS,5 = 0.2 in spanwise direc-
tion. One notes that a small vortex has developed in between the first and third vortex with a smaller wav-
elength of 0.67 ). and a smaller amplitude of 0.4 AFl. In that case the two strong vortices are fixed on the
plate, however, the distance between them does not match the physical wavelength. Instead of increasing the
wavelengths of the two strong ones, a small vortex develops in between. This is very likely to happen, if the
distance between two vortices created by strong disturbances differs strongly from the wavelength which
would develop naturally. Further downstream they become levelled out as described above so that in the
downstream direction the vortex pattern develops more and more regularly.

The comparison tests in facilities with different Tu-levels on the same model, show that lower Tu-level
delays the onset of transition although the stationary vortices are more amplified in wind-tunnels with lower
Tu-levcls than in one with higher. In the case of lower Tu-levcl, the travelling waves are less amplified
(compare Fig. 16, further experimental evidence to this phenomenon has to be published in a later paper).
The same can be seen in the water towing tank. It is then the increase of the Tu-levcl caused by the screen
which leads to earlier transition (Fig.21 ). It should be mentioned that in this case stationary vortices are also
observed but with a wavelength given by the screen and not by the flow parameters.

0.

se~tm a

Wi~ethe pOwtograpV.

hydroge
bc l , ,.-

Fig. I8a: Experimental arrangement b) Hydrogen bubble flow
for the flow visualization visualization photograph
in the water towing tank. in the water towing tank,

with view on the surface.

without grid with grid

Re F, j Re X1

5.5.10' 125 4.0.10' 13.5

5.7.10' 1 2.1 4.5,101 13.7

6.0.10' 10.7 1 5.5.10' 141

70.10 10.4

wgrdlu el: Re = 6.0.0 1On

Table I: Wave lengths for tifferent Re-number, with and witholt i si ecn in ront (if the model in the
water towing tank.
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Fig. 19: Mein %elocity distribution of thc U.-component over the spanwise dirction for 3 different
location,; of the model with respect to the wind-tunnel in a plate fixed coordinate system at x.1c
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Fig. 20: Mean velocity distribution of the US-component at Tx/c =0.7 and zJ3 0.24 over the spanwise

direction measuredl in ah' wid-tunnud with Tu 0.05%.~

Fig. 21a: Hydrogen bubble flow b) Hydrogen bubble flow
visualization without visualization with artificial
artificial disturbances disturbances introduced by a
at O~=.m/S. a screen at ,=lm.
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VI. Conclusions

Htot-wire measurements hae been carried out to examine the development of stationary and travelling
waves in a three-dimensional boundary layer. In this paper, mainly the appearance of stationary vortices is
discussed. They are observed with a wavelength of A,: 3.3 . The wavelength is independent from the Tu-
level, however, if a spanwise periodicity is superimposed upon the flow, then, the wavelength is initiated by
this disturbance. Otherwise, there is evidence that the stationary vortices are triggered by model fixed dis-
turbances like surface roughnesscs or manufacturing tolerances of the leading edge of the flat plate.

The development of the stationary vortices is examined. In the wind tunnel with a Tu-level Tu 0.15 %,
an experimental growth of a, 9 over 60 % of the plate is first observed, then, the amplification slows down
and the stationary vortices reach a final amplitude of about 10 % for the U-component and 6 % of the
V-component. Th, growth rate in the region of exponential growth is about 30 % less than the calculated
value by the linear stability theory. However, for a wind-tunnel with a Tu-level of about Tu = 0.05 the
growth rate for the stationary vortices agrees well with the one predicted by linear stability theory for the
swept flat plate [14]. For a Tu-level of about 0.3 /o the stationary vortices are much weaker. Consequently,
the Tu-level seems to affect the stationary vortices on the same model so that lower Tu-levels strengthen the
stationary vortices. However, larger amplitudes of the stationary vortices do not seem to advance transition.
It is suggested that the travelling waves play the more important role in the tranc;ition process.

The h: t-wire signal shows a turbulent fl.w first at yjanwise locations where the U5 - -elocity has a minimum.
It was further obsrved that the stationary vortices still exist when fully turbulent qow is present, however,
with decreasing amplitudes.

The mean velocity profiles are deformed by the stationary vortices. In a late stage of the transition process,
the deformation is so strong that at some spanwise locations cross-over profiles for the 1',-component and
inflectional profiles for the Us-component exist. These profiles are very unstable and may introduce sec-
ondary instabilities.

Besides the stationary vortices travelling waves are examined. The range of amplified waves is between 50
and 200 Hz which agrees well with the linear stability theory. The RMS-profiles show already at an early
stage in the transition region an interaction between stationary and travelling waves. The RMS-values are
modulated such that at a spanwise location where the Us-velocity has a maximum a minimum of the
RMS-value is present. The area where non linear effects (no exponential growth, interaction between dif-
ferent instability modes) are present is much larger than in a two-dimensional flow. Therefore transition
criteria based on the linear stability theory might be limited. A detailed discussion of the results concerning
travelling waves is out of the scope of this paper and will be published later.
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Bifurcations in Poiseuille flow and wall turbulence

Javier Jtmenez
School of Aeronautics. Universidad Politeinica
Pl. Cardenal Cisneros 3. 28040 Madrid. Spain

and [BM Madrid Scientific Centre

The fully nonlinear stage of two dimensional Poiseuile flow undergoes a limit cycle bifurcation,
whose detailed mechanism is studied using full numerical simulations of simple, spatially periodic
cases. It is also shown that this mechanism, a periodic ejection from the wall layer, underlies the
production of turbulence in more complicated two dimensional situations. Vorticity ejections are
also present in the sublayer of three dimensional channels. Their behaviour is studied briefly in
three dimensional simulations. A simplified model system is then proposed and studied. There are
important differences between the two ejections mechanisms, due to the presence of three dimen-
,ional vorticitv.

It is generally accepted that turbulence, and, in particular, wall turbulence, is a three dimensional phenomenon in which processes
such as hairpin eddies and vortex stretching play important roles. It has also been shown recently that transition to turbulence
in wall bounded flows is intrinsically three dimensional, even if linear stability theory predicts that two dimensional disturbances
are unstable at lower Reynolds numbers than their three dimensional counterparts. It appears that these disturbances are indeed
the first ones to grow, but that, as soon as their amplitude is finite, they become themselves unstable to much faster three dimen-
sional secondary instabilities, that quickly become dominant, and lead to turbulent breakdown. As such, the original two dimen-
sinnal disturbances are never observed in their full amplitude, nonlinearly saturated, state. The first part of this paper, however.
deals with the behaviour of precisely those nonlinear two dimensional waves in channel flows. We will show that it is possibl. tc
con3tnct, computationally, slatistically stationary and strictly two dimensional flows with properties such as chaotic tehavicur,
ejections, large scale intermittency, and quasi periodic bursting, all of which are observed in fully turbulent three dimensional flows.
As such, and even if the range of behaviours described in this part of the paper goes from the laminar to the chaotic, it should not
be considered as a study of turbulent transition in channels, but as a model for fully developed turbulent channel flow. A model
that has bcen so severely truncated in the spanwise direction that it is actually two dimensional.

Two dimensional turbulence has been studied often, even if it is observed experimentally only under very special circumstances.
There are several reasons for that, of which perhaps the most important is that it provides a simplified situation in which to study
mechanisms that may be relevant to the three dimensional case. Two dimensional flows are much easier to compute and, above
all, much easier to observe than three dimensional ones, and the mechanisms that act in them can generally be analysed rather
fully. The understanding gained from these analyses can sometimes be carried into three dimensions, even if only as an indication
of which features are intrinsically three dimensional, and which ones are nct.

The question of three dimensionality is taken up in the next two sections of the paper, which analyse the flow field in three di-
mensional simulations of turbulent channels. First we deal with a simulation of a very wide ciiannel, that can be considered a
natural flow without constrains. It will be found that the mechanisms in the sublayer have many features in common with those
found in the two dimensional case, but a better understanding of the details will have to wait until we discuss, in the next section.
the flow in a simplified model channel that has been made periodic along the span with a wavelength of the order of the streak
spacing in the sublayer. The result will be a tentative model for the events in the wall region, including the effect of longitudinal
vorticity.

Spatially periodic Poiseuille flow is a good system in which to study self sustaining turbulence. Above a critical Reynolds number
(ReQ= 5772), it becomes linearly unstable and develops finite amplitude two dimensional motions which eventually saturate
(Herbert, 1976) to a uniform equilibrium wavetrain. This new state is subcritical, and can be continued at finite amplitudes to
Reynolds numbers that are lower than the linear stability threshold. This has led to the hope that these equilibrium wavetrains
might explain the observed existence of real (three dimensional) turbulence at subcritical Reynolds numbers. This does not eem
to be true. The limit for two dimensienal equilibrium wavetrains is about ReQ = 2500, while three dimensional turbulence has been
observed down to Re 0 = 1500. Moreover, the uniform wavetrain appears to be always unstable. At high Reynolds numbers it
suffers a new bifurcation into a limit cycle, resulting in a periodic ejection of vorticity i'--sY the wall into the core of the channel
('cnez, 1987). At all Reynolds numbers, -he uniform wavctrain is alsc unstablc to slow modulatin in a plitude, leading to the
appearance of isolated structures similar to turbulent "puffs", "slugs" and other features observed in pipe flow. In these new states.
the limit cycle, observed in the uniform wavetrains at high Reynolds numbers, reappears at much lower ones, and the process leads
directly to chaotic flows through an intermittency transition (Jimenez, 1988b).

StiT!, it has been shown repeatedly that two dimensional channel flows, even chaotic ones, are too organised to rnpresent ade-
quately real three dimensional turbulence, and that properties such as wall drag and turbulent intensities are lower than they
should be (Rozhdestvensky & Simakin, 1984). Moreover, it is well known that besides the instabilities mentioned above, the
nonlinear two dimensional wavetrains are unstable to a much stronger three dimensional instability that leads quickly to break-
down (Orszag & Patera, 1983). Still, our method will be to study simple models, in part for their own sake. and in part in the hope
that similar phenomena hide similar mechanisms, and that something of what we learn in two dimensions and in narrow periodic
channels will carry into the less constrained real flows.
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The two dimensional channel

Poiseuille flow is initially established between two infinite parallel plates at y = _ h, with a parabolic laminar equilibrium velocity
profile. It is governed by the 2D vorticity equation

W,+ YCox - Q wo. = Re-'V2 w, (1)

where o' is a stream function, and

W = 2 1 (2)

is the vorticity. Throughout this paper we will use units such that the half channel width is h = 1. and the volume flux per unit span,
which we will be assume to be independent of time, is O= 4/3. In these units, the init'al parabolic velocity profile is
Lvy) = I - y2 , and a natural Reynolds number is ReQ = 3Q/4v Eqs. (1-2) form an initial value problem that is integrated directly,
without any turbulence modelling, using a pseudo-spectral method, that is described in (Jimenez, 1988a). The main simplification,

besides that of two-dimensional flow, is that the equations are solved in a finite computational box, of streamwise length 21r!,
where x is a wavenumber, and that the flow is assumed to extend periodically outside that box.

As mentioned above, at low Reynolds number, the parabolic profile is stable, and a small arbitrary perturbation dies. Above
Re,) = 5772 (a = 1.02), a linear instability appears and initial perturbations grow until they reach a saturated nonlinear state which,

because of the constrain of spatial periodicity implicit in the boundary conditions, is a uniform train of nonlinear waves that. by
.naloi to the linear case. will be called Tollmien Schlichting (T-S) waves. These equilibrium wavetrains form an "upper sheet"
if solutions. parametensed b.x Re, and by the wavenumber a, that has been mapped in (Zahn et al., 1974, Herbert, 1976) and ex-
tends in a narrow range of wavenumbers (a z 0.9-1.7, depending on ReQ), and down to a subcritical ReQ = 2500. At low Reynolds

numbers, the solutions in this surface are not only stable, but attracting, at least in the space of periodic functions with period
2Ta, and can be reached by perturbing the laminar flow with sufficiently strong finite amplitude initial perturbations.

The general character of these equilibrium wavetrains can be seen in Fig. 1. The vorticity distribution in the core of the channel
is dominated by two large vortices of alternating sign, which are just a deformation of the original laminar vorticity distribution.

These two vortices induce strong secondary vorticity peaks at the walls, to accommodate the no-slip condition. In the units de-
ned above, the vorticity profile of the initial laminar flow is o, = - 2y, and attains it maximum value, W = 2 , at the lower wall.

.. .......

......... ..... : :..(. ......... ... ...... ...-. :.... ... '

FIG. I Vorticity map of an equilibrium nonlinear periodic
Toilmien Schlichting wave in a two dimensional channel.
Vocticity ivounes are: 0, ±1.4. +2.8, ±4.2; dotted lines are
zero or negative. ReQ = 5000, 1 = 1.0. Top map is full
cnarmel. 3ottom :s a blcw-up of the wall region below

FIG. 2 Vorticity maps of a bursting two dimensional fic
Time is from top to bottom and axes move with the a'-
-rage perurbation. Isolines are: 0, 1.5, ±3, ±5, ±7;

FI(G. - Vorticity map of an chaotic wave train in a two lotied lines are negative. ReQ = 70 ), a --- 1.0. Time be

dimensional channel. Vorticity isolines -me as Fit. I tween frames, 1.6. Each plot represents two identical
Re o = 7000, x = 0.25 computational boxes.
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where it fixes the wall shear stress and the pressure dr.p in the channel. The average wall vorticity of the nonlinear wavetrains is
somewhat higher. (iL = 2.2 to 4.9 at ReQ = 7000, depending on the wavenumber) but is the result of averaging between positive and
negative vorttcity peaks at the same wall whose characteristic value is cop, -- 6-15 (Fig. I-b). For comparison, the average wall
vorticity in a fully turbulent three dimensional channel, at ReQ = 7000, is Ei, 11.5 (Dean, 1978).

The .:ombined effect of the large vortices in rh, core of the channel and the secondary vortices at the wall is to create transversal
velocities which, in the proper frame of reference, generate a stagnation saddle point close to each wall (Fig. I). Along the unstable
duoctiuns from these saddles, vorticity from the wall layer leaks nto the core and feeds the large diffuse vrtices in that region.
At low Reynolds nu nber, this situation is table, and the whole arrangement moves with a convection celerity U, = 0.40-0.45, with
a weak dependence on Re,) . The core flow is essentially inviscid, and viscous effects are limited to a thin wall layer.

- waU shear velocity can be defined as, u: = (i!Re2)&2 , and the corresponding expression for distance in wall units is
(i-5Re,)1 ' vy. In these units the thickness of the wall layer is of the order of 10, which is comparable to the one in full turbu-

lent, three dimensional situations, and the convection celerity is Lj--! 22, which corresponds to the average velocity of the Plow
aty-.ail .25, or -1. As we will see in the next sections, this last value is too high when compared to three dimensional
Plows.

.\t Reynolds numbers above ReQ -5500, this situation becomes itself unstable. At lower ReQ, the vorticity of the separated shear
lavers is diffused by viscosity and blends steadily into the extended vortices in the channel core. As the Reynolds number increases,
viscous diffusion is no longer sufficient and the shear layers become unsteady, feeding discrete blobs of vorticity into the channel.
1'hese blobs are convected along the centre of the channel at a faster velocity than the celerity of the T-S waves, and ndoce their
own secondary vorticity perturbations on the walls. The result is a new system of wall vortices that interacts with the original one,
;roda ing periodic bursts" of the separated shear layers. lhese bursts, in turn, generate the vorticity blobs that feed the instability.
vith a period around T= 13. .t higher Reynolds numbers (ReQ > 9100) this simple limit cycle complicates into a torus with two

discrete frequencies, and there is some evidence that, at still high ReQ, it degenerates into temporal chaos.

Fig. 2 shows one "burst" of the separated layer at the lower wall. The frame of reference in this figure has been adjusted to move
with the average perturbation, and the limit cycle appears as a simple extension and shrinking of the vortex sheet. Note that in this
figure, as in the next one, we have represented two identical wavelengths of the simulation to aid in the interpretation as the
structures move across the boundary of the computational box. Both walls burst alternatively, half a period apart. When the
vorticity field is averaged over a whole period of the limit cycle, in axes fixed to the perturbation, the result is a structure looking
a lot like the low Reynolds number flow field in Fig. I. Fig. 3 shows the result of subtracting this averaged field from the actual
vorticitv distributions at different momet-:: of the limit cycle, and represents the unsteady part of the flow. The part of this figure
displaying the whole channel shows how the vortex blobs are convected along the channel centre, while the blow-up of the wall

_77/

FIG. 3 Unsteady vorticity maps of the flow in Fig. 2. See text for exp~lanation. lsolines are: ±0.O,125, ±0.5, 1l, ±1.5; dotted lines
are negative. Left: Full channel. Right; Blow-up of wall layer belowy - y 1a= 0.2.

_ _ _ _ _ _ _ _ _ >. 5Z
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region shcws the system of secondary vortices. This alternating vortex train carries with it a seqaence of updrafts and downdrafts
that periodically reinforce or weaken the stagnation flow responsible for the separated layers, and they form tfle engine that drives
the unsteady part the ejections.

[his feedback process is not restricted to spatially periodic flows. When the periodicity restriction is relaxed by running the sum-
'.alation in longer boxes containing several primary wavelengths x < 1. the uniform wavetrain becomes unstable to spatial mod-
ulations of the amplitude, and, at relatively low Reynolds numbers i ReQ > 6000) , becomes disorganised and chaotic (Jimene7,
1988b). Even in this case, the structure of each wavelength i essentially the same as in the periodic wavetrams, although their
anipiitudes and phases are now disorganised. From the study of movies of these flows, it is seen that the basic mechanism for the
variability of the ejections is the same as in the Limit cycle: vorticity ejected from one wave approaches the opposite wall and
generates an induced wail vortex that modulates the next ejection. Therefore, at least in this simple two dimensional flow, the
mechanism )f vanability and turbulence seem to be the modulation of wall ejections by a feedback from the outer part of the flo'.
In the next two sections we will inquire whether a similar mechanism can be found in three dimensional flows.

Three dimensional channels
.-\s mentioned in the introduction, it has long been recognised that the structure of wail turbulence in boundary layers and channels

,s three-dimensiona;. A generally accepted picture is that blobs of low velocity fluid are ejected from the wall layer and interact
with the mean shear to produce what -an probably be describe-S 5rsCs o es (see e.g., Cantwell, 1981j. The mechanism
-hat triggers the initial ejection is, however, not understood, and there are indications that the processes controlling the behaviour
.4i the iscous 'ubiacr. 'here these ejections originate. are diferent from those active in the outer parts of the hoandars la~ci.

We have seen in the previous section that a similar ejection process occurs in two dimensional channels, and that, in that casz, it
can be understood in terms of strong shear layers that originate at the wall and extend into the core. The way in which (spanwise)
vorticity is injected into the core flow is crucial in fixing the wall shear stress and the pressure drop in the channel. In fact, the stress
at the wall is equal to the viscous flux of vorticity per unit area away from the wall Re- 1 aIy and, since the total vorticity flux
across planes parallel to the wall is independent of the lu,.ation across the channel, the viscous vorticity transloort of the wall layer
has to be substituted by convective fluxes as we look fard:er into the core flow. These fluxes are just a different way of under-
standing the Reynolds stresses, and are implemented by the shear layers which are, therefore, the ultimate carriers of wall friction.
Since we have seen tha the friction coefficients are higher in three dimensional channels than in two dimensional ones, 4an .quiv-
.5 lcnt ..-jection mechaism has to exist in three dimensions.

In fact, it was shown in iJimenez et al., 1988) that the sublayer of three dimensional turbulent channels is dominated by thin, and
narrow, shear layers of high co, which protrude into the core flow. They were observed using a short time series of flow fields e:-
tracted from the numeric i simulation described in (Kim. Moin & Moser, 1987, referred from now on as KMM). This is a fully
resolved numerical simulation, at Re2 = 4200, of a channel which is 4tr periodic in the x direction, and 4tr/3 periodic in the z di-
rection. It was shown in (K M M) that its statistical properties are in good agreement with those of experimental flows, and we will
consider it here as a "natural" turbulent channel. A cross section through one of the o, ejections is shown in Fig. 5.

There are some important differences between these structures and those in the 2-D calculations. To begin with, the "wavelength"
seems to be shorter, with an average streamwise separation between consecutive features x 1- 1-3 (in wall units, x - 200-500),
while the 2-D nonlinear T-S waves can only exist, as equilibrium solutions, for wavelengths in a range x - 4-6.5. Also, the layers
to the three dimensional channel penetrate less into the core flow, appearing to level off at a distance of v- 0.2. t' " 35) away
!ron the wall. while the 2-D solutions extend all the way to the channel centre line. On the other hand, there is some evidence, in
the 1-) :!ok , of weaker layers that do extend deeper into the core.

Fhe main difference, however, is that the shear layers in the natural channel are three dimensional structures, with a spanwise ex-
tent of no more than z -f 0.3. or about 55 wall units, aty = 6 (z - 0.4 at the wall). They appear to be rooted at the wall in elliptical
"hot" spots in which wo, is at least 25°% higher than its average wall value, and they extend into the channel with typical ejection
angles of a few degrees. The "hot spots" can be used to detect and count the protruding layers and to follow their motion. They
move with a convection celerity U, = 0.44 , which is in surprisingly good agreement with the celerity of the 2-D nonlinear waves.
Although the significance of this agreement is not clear, this celerity corresponds to the average flow velocity at)-' 10, which is
still well inside the wall layer, suggesting that the spots and the layers are structures inked mainly to that region.

When the "hot spots" are followed into the flow in the form of three dimensional iso-surfaces of z-vorticitv. they form a "forest"
of leaning curving "necks" that covers much of the wall (Fig. 6) It is possible to follow the evolution of these structures as they
move, and some of them were flollowed for fairly long periods, long enough for the structure to move several channel half widths.
In the course of their life they reproduce, giving origin to new structures, and we were able to observe several of these reprodlictio,-

--- -----

FIG. 5 Vorticity (wo,) map of an x-y section of ejection structures in the K M M channel. Dotted lines: w, = -1. and 0; dashed: 1. 1
and 2.2; solid: 3.2 to 17.3. Average vorticity at wall: w, = 7.7 . Each horizontal tick mark rerresents onc half channel width
(x = 180). each vertical one. v 1 7.5. (From Jimenez et al.. 1988).
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processes. First. the stru.t':re -tretchs. as its top is carried forward by the faster velocities far from the wall, and develops a small
blob of stronger vorticity at its head. Next. this forward blob grows considerably, and a small patch of strong positive vorticity
appears at the wall. By this time, the top of the structure is about 40 wall units from the wall, and a layer of negative vorticity has
developed under it. separating it from the positive vorticity at the wall (see Fig. 5l. It is not clear what is the origin of this negative
vorticity, which was never observed at the wall itself' It most probably comes from the re-onentation of the streamwise or vertical
vorticities which, in this late stage of evolution of the structure, are strongly present in the flow. It is clear, on the other hand, that
the presence of rh;s nepative vorticity is important in inducing new positive vorticity at the wall (to maintain the no-slip condition),
and that this effect is partly responsible [or the appearance of the secondary wall vortex described above. Finally, that secondary
v,;rex grows away f am the wail an' fuses with the tip of the stretching layer. At this moment, the tip separates from itS paiC,;Z
structure, forming what appears to be the -embryo" of a new spot, and the cycle starts again (see Jimenez et al., 1988).

The whole reproduction process is reminiscent of the instability process for 2-D linear Tollien-Schlichting waves (see Betchov
& n C nina!e. 196TV Basically. =-vorticity is created at the wall and diffuses --:to the main flow through viscosity. creating a szrong
wall vortex layer, with an average thickness of 10 wall units. If some part of .his layer is Lifted away from the wal, it is eventually
earned forward by the flow (or. equivalently, by its own induced velocity). It is easy to see that, if the vortex layer is just lifted,
leaving a "hole' of zero (weak) vorticity underneath, no extra vorticity is required to accommodate the no-slip condition. However,
the resulting flow field develops an updraft at the forward end of the weak vorticity zone, and a stagnation point (in convecting
axes) whose combined effect is to keep pumping new positive vorticity away from the wall along the separated shear layer. Even-
,uallv, this extra vorticity would end up inducing a secondary vortex of opposite sign at the wall (Fig. 12). This is basically the
equilibrium configuration reached in two dimensions, but is never observed in 3-D. Before that happens, negative : -vorticity ap-
Dears in the i;tcrior of the flow, probably through three dimensional effects which will be discussed in the next section. and this
leN% laver osercomies the effect on the wall of the oiginal structure, inducing the new positive wall vortex. The moment that -i
.trong vortex pair in formed in this fashion, underneath the original structure, an updraft is crealed th, ,..-ries part of the positise

jand negative vorticity into the upper part of the structure. The negative vorticity cuts the connection between the head and the
base of old structure (through viscous annihilation), while the positive vorticity connects with the head of the old structure to form
a new ejection,

Note that this mechanism, with minor variations, is the same one invoked for the ejections in two dimensional channels, involving
the injection of vorticity into the flow along an stagnation point, and the generation of a spanwise secondary vortex pair at the
wall. which produces a new updraft, and is responsible for the unsteady part of the ejection. [his is essentially a two dimensional
process, involving no streamwise vorticity, and is fundamentally different from the commonly quoted picture, which is dominated
by self induction from hairpin vortices. We have shown that it is enough to explain many of the features observed in the simu-
lation. It is nevertheless clear that longitudinal vorticity is present in the flow, especially away from the wall, and that some three
dimensional mechanism has to be responsible for preventing the lateral spread of the shear layer into long spanwise bands. These
effects will be discussed in the next section, in the context of a sinplified inodel system.

A simplified three dimensional flow

The three dimensional structures described in the previous section are difficult to study due to the sheer volume of data involvei.
and to the wealth of phenomena present. Full numerical simulations of natural flows are essentially indistinguishable from exper-
iments and, although the diagnostic tools are better developed in numerical flows than in physical ones, the full complication of'
turbulence is also present in the simulations, making the analysis of individual mechanisms very difficult. On the other hand, an
advantage of numerical simulations is the possibility of studying simplified systems that cannot be conveniently set up exper-
imentally, and that, hopefully, isolate particular aspects of a flow, while still retaining enough of the physics to be relevant to the
original situation. While it is important to realise that these simplified systems are not the real thing, and that any extrapolation
to the full flow has to be done with care. a lot of insight can be gained from them. This simplifying freedom of the numerical
,irnulatiuns is perhaps the characteristic that sets the "--e clearly apart from experiments.

... ... . . .. . ., . .
.... .. ...........................

Y~~ ~ ~ ~ . ........ ......... ............

.. : ............ .. .. .. .. ... ........

FIG. 7 Vorticity (w, map of an x-y section ofthe a 8

FIG. 6 Three dimensional representation of the vorticity channel described in the text. Note the laminar two-
isosurfaces extending away from the viscous sublayer. The dimensional flow near the top wall, and the turbulent
isosurface repreaented is approximately 25% higher than cha,actcr near te : 'on one. Vorticity isoliaes.
the average wall value. (From Jimenrez et al., 1988). w,7 = -3, -2, -I, 0, 1 4, 7, 10. Dotted lines, zero or nega-

tive.



.-. extreme example is the two dimensional flow studied it' the first part of this paper. It was shown that a simple r.scillator exists
in the wall region of that channel. dnven by the coupling oft the vorticity elections from consecutive waves in an equilibrium
wavetrain, and that this oscillator seems to 'eed" the transition of that flow to two dimensional turbulence. It is tempting to ex-
tend this general model to the behaviour of the vorticity ejections in the wall layer in three dimensions, even if the detailed in-
duction mechanisms might be different in that case. In the full flow, however, there are too many ejections and their positions and
phas-es ore too disorgansed to try seriously to understand their behaviour.

With .his in :nind, ve will attempt to define a 'constrained" three Itncnsional channel that would still retain the ejections, but
w,°ith .css vrn;stion in their strengths and pociticns. [he dca, as in the two dimensional flow, i, to organise the 'low field by mal ;ng
it periodic along its two homogeneous directions (stream and span-wise). If successful, this would convert the randomly appearing
ejections into a uniform, doubly periodic, wave "array'. The transversal, wall to wall, structure of the channel would not be con-
,trained in any wav. A rough count of 'hot spots' in the sublayer of the KMM channel suggests a longitudinal wavelength of I-1
-channel half widthsi, equivalent to 200-50) wall units (Jimenez ei al.. 1988). and a spanwise spacing of the order of'0.5 (100 wall
unitsi. This last number is con;istent with the generally accepted spacing of longitudinal streaks in experimenta! sublayers.

t nfbrzunately, an early attempt to run a channel in a computational box of this size (275 e iS. ReQ = 7000), failed; a strong initial
n'erturbation quickly decaxed to laminar flow. The shortest computational box that we found to be able to maintain a turbulent
ilow for a long time. at this Re,-,. was a narrow one, with a longitudinal wavelength of. and a spanwise one of 7./8. Actually, this
channel decays to an asvnmetric state, in which one on the walls is laminar, and the other one turbulent (Fig. 7). While this
channel was net run ror a ver. long time 1T- -2(00 ) 

. and it is not sure that this is really its long time asymptotic state, another box
2- -7 -S!, zxhibiting the same odd behaviour, was run much longer ( T- 1500), without any signs of either the laminar wall turning

:urbulent, or the turbulent one turning lamanar. [he results reported in this section refer to the 'hort box( • 7j8f and assume that
.,. : r,,', . tute is reallb .i ong time linit.

Fig. S shows the mean profiles for the basic statistical quantities for that channel. The asymmetry of the flow is evident, as is the
t'act that the upper wall is two-dimensional, since w' vanishes in that region. The two other components of the fluctuation velocity
remain non-zero near the upper wall and, even if no detailed comparisons were made, that part of the flow looks similar to the two
dimensional channels descrbcd in the first part of the paper. The profiles near the lower wall, on the other hand, look consistent
with a fully turbulent flow. The average vorticity at that wall is 5z = 7.9, corresponding to a wall shear velocity u. = 0.0336, and
to a wall Reynolds number Re, = uh/v = 235. This stress is only 70% of the value recommended by Dea. (1978) for a fully de-
velnped turbulent channel at the same Reo. but it is still more than twice higher than the stress observed for the two dimensional
channe[s. Moreover, when the profiles near the lower wail are represented in wall units, using the actual t, , the :'esults collapse
reasonably well with the experimental results at similar Re, (Fig. 9). Also, most of the discrepancies between the simulation and
the experiments, belowy- = 50, are similar to those observed for the full channel in KMM. In particular, the large defect in w,
which could be blamed on the narrow spanwise wavelength of the computational box, was also observed in that paper.

In summary, the basic statistical properties of the r e/8 channel, near the lower wall. correspond closely to those of natural flows
for y < 50. Abov- that range there are noticeable discrepancies and, in particular, the slope of the log layer is incorrect. This is
probably related to the inability of the turbulent flow to penetrate all the way across the channel. In wall units, the width of the
computational box is z - = 92 (x- = 740). While this spanwise wavelength might be appropriate to represent the streaky structure
in the sublayer. it has never been observed experimentally outside it. The structures in the outer part of the layer are presumably
larger (Cantwell. 1981) and, consequently, do not fit easily in the box. Thus, the narrow channel appears to be a suitable model
for events in the sublayer, but not for the rest of the flow. The fact that, even under those conditions, the flow develops a turbulent
structure, and is able to sustain a sublayer that looks similar to the experimental one, is significant in itself, and suggests that the
sublayer is a largely self contained system, loosely coupled to the rest of the channel.

lie hot spots' f high wall ,-.. described in the previous section. are also Ibund here. fhere is usually, one spot across the width
if (lie box, and one or two in each longitudinal wavelength (Fig. 10). When they are quiescent, they move with a celerity
I -w4.36. This is lower than the celerity observed for the full channel in the previous section but. when expressed in wall units, both
values become much closer; U: -:10.7 for the narrow channel, and U,- _ 10.4 for the wide one. Individual spots have a lifetime on
the order of T7" 10, during which they move about x = 1000. After this time, they seem to elongate forward and "split", in a
process that seems to be similar to the one described in the previous section for the full channel. Contrary to the observation in
Jimenez et al., 1988) that, in the full channel, it was difficult to correlate the longitudinal vorticity it the wall with the presence
of the spots, it is clear here that there is x-vorticity flanking active spots, especially those in the process of splitting (Fig. 10-c).
The new spots created in this way move ahead, and to one side, of their parent structures, with the result that, when several spots

are present in a single wavelength of the narrow channel, their arrangement looks staggered.

As described in the previous section, the spots are the roots of thin elongated layers of intense (t) which protrude into the channel
at shallow angles. The structure of these layers can be studied in Fig. II which shows the distribution of the three vorticity com-
ponents in a sequence of transversal sections of one of them. As in the previous figure, these sections include two identical
spanwise wavelengths, to aid in the interpretations of the maps.

Two features are apparent in the wD maps: first, the presence of a well defined vortex layer near the wall, wich intensities that are
ar order of magnitude larger than those in the rest of the flow, and the character of the shear layers as patches of the wall layer
that have been lifted away, leaving behind an empty 'trench', in which the wall shear is much weaker and, in f'act, comparable to
the ialues typical of the laminar channel. Theie is also negative o,. iii the flow, but it only appears well into the .hannel, and it
does not seem to originate from the wall. As pointed before, it most probably comes from the secondary rotation of a) or W., once
the flow becomes complex in that region.

The wy map is dominated by vertical "wails" that connect the strong w, and a), features to the wall layer. This has to be so The
only source of circulation is the viscous interaction at the wall, and all the strong vortices, of whatever sign and direction, even-
tually have to be connected to that source. Small, localised regions of intense vorticity can be generated by stretching, but any
appreciably strong circulation can only come from a reasonably large piece of the wall layer that has bcen lted and deformed.
The ., "sidewalls" are the connections of these pieces to the parts of the wall layer that still remain "in place".
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FIG. 9 Profiles for the statistical properties at the lower wall region of the ir x irS channel, expressed in wall units. Symbols are
experimental data, re-scaled to a 6 6 higher u. , as in KMM. Left and right, data from Eckelmann (1974), at Re, = 208. Centre,
turbulent intensities from Kreplin & Fckelmann (1979), Re, = 194, For the present run, Re, = 235.
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FIG. 10 Detail of the flow near the lower wall in Fig. 7.
Horizontal extent is full channel length. a: co, map of an
x-v section of the channel. Vertical extent of map,
y = 0.45, y 100. Contours: co = 0 (dotted), 3, 6, 9, 12.
b: w- at the wall. Flow from left to right. z-extent of map
is two identical channel widths (z- = 175) . Contours:

S6. S . 10., 12 14. c: w, at the wall. Dimensions iden-
tical to b. Contours: w = + 0.5, +1.5, +2.5. Dotted lines,
negative. '
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FIG. I I Transversal z-y sections of flow near lower wall. I lorizontal extent is two channel widths; vertical, y = 40. Streamwise
distance between sections, x- = 23, left to right. Set corresponds to first quarter of Fig. 9. Top: w. Contours: 0 (dotted), 2, 4,
6. 8. Shaded area, > 6. Middle and bottom: o and W y. Contours: w,= ± 0.i, ± 1.5, ±2.5. Dotted lines, negative.
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The map of longitudinal vorticity, co,, is also well organised. There are periodic arrays of longitudinal vortices of alternating sign
that appear at the wall and then lift, following roughly the direction of the ua, layers. They are also in phase with the spanwise
mod- latioa of the thickness of the wall wz layer, and tend to be located at the points where the slope of this variation is maximum.
In fact. the effect of this array of x-vortices is to produce an up-draft in those locations in which the w) layer separates trom the
wall (the "trenches'), and a down-draft where it stays attached (the "ridges"), Also, since the longitudinal velocity is Lero at the
wall and since ro. = jLU!y at that point, the trenches correspond exactly to the low velocity streaks of the experimenters.

An obvious feature of the maps in Fig I I is that there are several vortex systems stacked on top of one another. This is most
evident in w,, in which three different levels can be easily distinguished: a strong vortex pair that runs diagonally from bottom-left
to top-right, a younger system that originates near the centre section and lifts to the right, and an older one that rides on top of
the other two, and leaves the field of view near the middle of the picture. The same layered structure can be traced in the w, map,
with the w. features interleaved in between the ,,, layers. The most striking characteristic of this arrangement is that the vertical
stacking is alternating; positive .- vortices overlay negative ones, and w.. ridges overlay trenches. When other structures are ob-
serxed in other frames of the simulation, there are many variations and complications, but the layered structure and the sign al-
ternation seems to be a most common feature. The angle that the structures form with the wall is about 200.

Discussion

We have discussed in the previous sections a variety of phenomena related to the behaviour of the viscous sublayer of turbulent
channel flows. We will try here to discuss the relation, if any, among them and to draw a series ofcartoons of the possible sequcnce
,if events in the sublayer of natural turbulent channels, as suggested by the partial views that we hav. presented up to now. In
essence, we will try to reconstruct the "elephant" of the classical tale and, as such, our picture will probably be erroneous or in-
complete. Much at the evidence will come 1rom 'elcphants in captivity", such as sne two dimensioiial or the spanwise penodic
channel. Our hope is that some of the features seen in those simplified flows correspond to partial aspects of real structures, and
that we will be able to choose the right ones. The experience with the transition to turbulence in the two dimensional channel is
encouraging. There, at lectst, th, siniple Limit cycle of the periodic wavetrains seems to be still an important dynamical feature o.
the -wilder" turbulent flow. Still, it should be remembered that serious hunters c!aim that an elephant in a zoo has nothing to do
with real beast in the wild.

The basic mechanism oi'ejection in two dimensions seems to be clear (Fig. 12). if, for any reason, a patch in the wall vortex layer
breaks away from the wall. the vertical velocities induced at the edges of the resulting spanwise "trench- will. first, tend to rotate
it into a little forward rising ramp. and, then, to stre.ch the resulting shear layer forward, forming a permanent path along which
vorticity can bleed from the wall into the outside flow, along the unstable direction of a saddle point that forms at its base. The
process eventually stops when the extra positive vorticity in the separated layer induces a secondary negative vortex at the wall.
This vortex widens the trench, weakening the saddle until the vorticity outflow stops. In fact, the result of this process is the cre-
ation ot a new saddle ahead of the negative vortex that regenerates the ejection at a new location.

lie tinai stage of this process. in a simplified periodic situation, is the nonlinear wavetrain that was discussed in The first part of'
the paper. In more complicated situations, it leads to the unsteady limit cycle or to the chaotic flows also discussed there. Since
the only prerequisite for this process is a streamwise variation of the strength ofto2 in the wall layer, and since we have shown that
three dimensional channels have strong variations of this kind (the "hot spots"), it is clear that this process also has to be active
in three dimensions. In fact, the observation of strong separated (o, layers confirms that predictions. However, both the hot spots
and the layers have only a finite spanwise extent, and the general disposition of the wall layer should look, from observations.

0omcthing like Fig. 13. This three dimensional arrangement has important consequences since, immediately, all the other com-
ponents of vorticity appear in the flow. The most obvious is coy, which must appear in the form of the vortex "sidewalls", linking
the sides of the lifted ramps to the wall layer where they originated. These wy walls were clearly observed in the narrow channel,
and were also reported for the wide channel in (Jimenez et al., 1988). Also, as the vortex ramps are carried forward by the effect
of the ov, wall layer, their sides, which are rooted to the wall, and which do not move, are stretched, forming two counter-rotating
a), vortices (Fig. 14). This is the classical view of the formations of "hairpins".

It is important to realise that, although a single hairpin, formed in this fashion, will tend to lift away from the wall, an array of
them, periodic across the span, will not. In fact, such an array is equivalent to an equidistant array of alternating vortices, which
is an equilibrium arrangement that will not move at all. The x-vortices observed in the periodic channel form, at least near the
wall, a roughly equidistant array, with each negative vortex lying approximately at the mid point between the two neighboi'ring
positive ones (Fig. 11). This might be an artefact of the periodicity imposed to the simulation, but that periodicity was included
- model a very strong, experimentally recogmsed period of natural flows, and therefore, probably represents an important part
of the behaviour of the unconstrained channel. This is also suggested by the similarity of the dimensionless statistical profiles of
the two sablayers. If this is so, the only mechanism available to Lift the hairpins from the wall is the sam,.e w, induki.ion di.scussed
in two d.itnensiots.

The x-vortices, however, have several important effects. The first one is shown in Fig. 15, and is to buckle inwards the py
"sidewalls" that form the sides of the ramps. This is equivalent to creating negative z-vorticity underneath the ramps, and is the
most likely origin for the negative vortex sheet that was observed to form, away from the wall. both in the narrow and in the wide
three dimensional channels. This is a faster process than the induction of negative vorticity at the wall. and will tend to shield the
effect of the rising ramp faster than the two dimensional process. This might be one of the reasons why the characteristic wave-
lengths and dimensions are shorter in three dimensions than in two.

A secondary effect, that does not really belong to the sublayer, is the influence of the (r "sidewalls" on the hairpins that ride on
their top. It is easy to see that the direction of the y-vorticity is such as to draw the front part of the hairpins closer together, so
that even a periodic array would rise under its self induction. Note that this effect is only important away from the wall, once the
v-vortius ha.. had time rotate the lorgituL;-a! -airs. In fact. it seems clear from many observit'ons, that. above y- = 50-100,
hairpin self induction in indeed important, and that the flow is much more complicated, in that region, that any o the models
described here.
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FIG. 13 In three dimensions, vortex layers turn into
ramps" with a firite spanwise extent, connected to the

'wall layer by vertical "sidewalls". Flow is from left to

right.

FIG. 12 The two dimensional ejection mechanism, in-
tludmng saturation through secondary Production of neg.
ative wall vorticity. Trime goes from top to bottom. -

IFIG. 15 A uniform array of% ortex pairs will not rise on

its own, but it will deform the v ertical "sidewalls- of' the

ramps carrying it. creating negative (,o vonicity under-

et, 

it'

2 .............. ..............

FIGi. !4 AIs a ramp s strctched by '~induction. it createsFI 16Arielogtdalvtxarywllnuca

.i ogituina vorex pir.array of opposite sign at the wall which, in turn. will re-

arrange (, otcy ad rstart the cycle at a different
position.
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Fhe most important etlec- oifx.-s rticit% is dit! ,eret~ Once a longitudinal %ortcx ar-a% is created, in arns was, and lifted awa% fromt
the wall. it induices a secondar-, arra%. of .opposit ,sign. it the wail to maintain the no-slip condition. T~hese secondary arras s are
c ;earl% seen In the cross-ectionis o, I te. 11I. and are responsible tor the staggered stacking, in that picture. ['his secoinda- array ;vIs.
"s eXPLI-'r J iiIs e uable :2- ",e onl its owk's. hut It wIll timl11itec begin to reorganise the ,). %onicity at the wall laser. When
it is created, the steti of the induced arras Is such as to induce an updraft at the places where the wall laser is attached, and a
dlownrdralt at. those places where it is not (Fig. fIt. [hle updrafts will thei -nitiate the -fetichnient of the wall lay er. in those place,
where i wvis atta:heJ. while the dowttdrai ts will tend to heal- The trenches left Ins the previous getneration ()I* elections. In this
,.as,, trenches tend ,.) appear belox. ndges. and % ice% ersa. and the cycle begins again. although staggered hall' a spanwise wase-

oat i ~x o -C resius ti [hs tagcnng was clc,:!. observed' in tne nlarrow :1haim 1, an ha brer, ;u gest:, :1 'sfor-
other investigzators. Moreover, this miechantim offers a first indication of how spanwiqe penodicitv is established and maintained.
In faict. a sini-lc lonitudinal s orex pair. crea ted alongside a trenich h% secondar-x induction fromt previous generation ramp, will
,7eate enough of"an uprdralt w, its outside *wings'. ind enough )1' - downtdraftl on its , ntre, to heal its tretich and to iniie the
' rmlatlv'l) .o Vw essV )tics ,t Ts 'ides. thus pr,%dinp, .i L iteral contaMITtatoti iiieciatiisnt that might esentualls 1ea1d to a spa nssisc
-en od!: it

I!1 'Um11lnr.-Se hasC eProposed A LCclica mchanismn !nvolingz the interpla% of the three s orticit% components. K, wXhich trenches
in the ,u. w all las.er gise rise to election ramps, wkhich in tur'n generate longitudinal s oite pairs. which induce sccundar% iungi-
!Udinal pairs at. the wall, which initiate new trenches and re-start the eveje. [he nmechtanism cxpilaiii maiv% details of the obsersa-
zions that w~e hiase reported along this paper regarding the sublaser in several chantnels flows. atid ollers an intertLce to the miore
omplicated phenomena that appear to dominate the outer part of the turbulent bounidar, laser [-here are hosseser mnarts details
hit ire et tit )! this mnodel, incIluding. se r espectalls, the possibilit% ot" making .Jtianritatisc prediction. if the flow. nut wte

-eliec that 71he 7resenit ntethod of stus ncsiplif'ied m1odel ICaSe that1 !1olAte t'artlc ular1 isPeCtl )i !'he !1s ther the ke t hor'e
'iie s'ns etads 'k e 011:-ILuig~ . ork inthait direcctiott.
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Summary

A three-dimensional, incompressible boundary-layer flow is investigated theoretically with respect to
primary and secondary instability. These investigations accompany a basic transition experiment, which is
performed by B. Muller and H. Bippes at the DFVLR in G6ttingen. Primary stationary and secondary wave
disturbances are used to model the measured mean flow and velocity fluctuations in the early transition
regime. The analysis is based on a Falkner-Skan-Cooke approximation of the undisturbed flow.

Introduction

Stationary streamwise vortices, the so-called crossflow vortices, as well as travelling waves are
observed wiivhin a three-dimensional boundary layer [13 [3] [19]. The onset of growing stationary and
non-stationary disturbances can be described successfully by a linear stability theory [1] [4] [14]. On the
other hand, the transition of the laminar flow to a turbulent flow is governed by nonlinear interactions
between these different types of disturbances. Since the stationary (primary) disturbances deform the
boundary-layer profiles in the vicinity of the wall persistently. the presence of stationary crossflow vortices
will change the stability characteristics of the boundary-layer flow. Our aim is to describe the physical
mechanisms in the first stage of the transition process by investigating the primarily disturbed basic flow
for instability, i e. by a theory of secondary instability.

The OFVLR-transition experiment is performed on a swept plate with a displacement body on top in
order to generate a three-dimensional flow [3] [17] [18 1. Careful attention is paid to experimentally simu-
late (almost) constant pressure gradient in the chordwise direction and to achieve the so-called infinite
swept flow condition with no variation of the external velocity field and pressure distribution in the span-
wise direction. This flat-plate model then largely satisfies the simplifying mathematical assumptions, in
particular parallel flow and neglect of curvature, of the local stability theory. The measurements provide
detailed informations about stationary as well as non stationary disturbances. The particular experimental
investigations, which are referred to in the present paper. have been performed by B. Muller and H. Bippes
[171 in the im low speed wind tunnel of the DFVLR in Gottingen at a chord Reynolds number of
Re- = 0.63. 10'.

The mean flow and the fluctuations are described within a primary and secondary stability analysis,
respectively, and the results are compared with the experimental data. Falkner-Skan-Cooke similarity sol-
utions are used to model the undisturbed three-dimensional boundary layer and. for approximating the
mean flow in the laminar region, zero-frequency disturbances are superposed. It turns cut that the tra-
velling waves which are amplified in the three-dimensional flow correspond to secondary disturbances
rather than to primary ones However, a striking change of the vortex pattern due to secondary instability
has not been observed. On the contrary, two-dimensional flows exhibit pronounced so-called K-type [12]
or C/H-type [11] [231 structures within the transition region. The characteristics of these vortex structures
have been used by Herbert (see [9) and the references therein) for justifying a theory of secondary insta-
bility.

The nonlinear development of stationary and non st;.ionary disturbances in the three-dimensional
flat-plate flow is demonstrated by a numerical simulation of the Navier-Stokes equations in [ 161.

The Primary and Secondary Stability Ansatz

Classical stability theory decomposes the total flow field Q into the boundary-layer flow Q, and a

(small) disturbance q:

(1) Q = Q0 
+ q

On the other hand, the experimental measurements prnvide mean velocity profiles Q and fluctuations q':

(2) Q = Q + q'.

We shall use these two different representations of Q for defining (1) a primary and (2) a secondary stability
theory. Of course, in the laminar flow region. Q- : Q. and the results of a primary and a secondary stability
analysis will be similar unless stationary disturbances become important and reach certain amplitudes

For a theoretical treatment of (1) and (2), we have to model the basic flow Qn respectively Q and the
disturbances q respectively q' . The results will be compared with the experimental data.



The Boundary-Layer Flow Q

The boundary layer is assumed to be infinite in the spanwise direction, and parallel
13) On (z) = (Un,(Z)- V, (z) -O0)

Here the z-axis is defined normal to the wall in a Cartesian coordinate system (x, y, . z) and the subindex
s denotes the components in the streamwise and crossflow direction, x, and y,. The influence of non-par-
allel flow and all curvature effects will be neglected The flat-plate model largely satisfies these simplifying
mathematical assumptions.

Moreover. Falkner-Skan-Cooke model profiles are used to approximate the three-dimensional bound-
ary-layer flow. A detailed description is given in the appendix Let us consider in particular the velocity
profiles at the chordwise position x, = 80% , where /f,. - 0 630. 0 - 46.90 , Re. = 826 are the Hartree
dimensionless pressure-gradient parameter, the local sweep angle, and the local Reynolds number.
respectively The reference velocity and length are given by Q"' 17.6m/s and 6 = 0709mm . In fig. 1, the
streamwise and crossflow components U, . V, of the Falkner-Skan-Cooke flow are compared with the cor-
responding measured velocity components. Here the mean values (o) ot the experimentally observed
mean flow Q with respect to the spanwise coordinate y are shown,

The Primary Disturbances q

For a small disturbance of the basic flow Q,. the normal mode ansatz
4C X l'y' (a t)

q, q(x, ,y, ,zt 0 q (z) e '  , q - (it, .v,, w) .

,eads to the well-known Orr-Sommerfeld eigenvalue problem. Here. within a spatial or temporal growth
concept, the wavenumbers a, _, or the circular frequency to are the complex eigenvalues and q (z) is the
corresponding vector-valued eigenfunction.

The primary stability problem has been studied for three-dimensional boundary-layer flows in the work
[2] [13], for instance. For a strongly favourable pressure gradient, the disturbed flow is governed by
crossflow instabilities, where the wavevectors of the amplified disturbances are directed nearly normal to
the direction of the external inviscid flow. The most unstable crossflow disturbances are travelling waves
However, very close to the minimum critical Reynolds number, zero-frequency crossflow disturbances also
become unstable. These zero-frequency disturbances clearly correspond to the stationary crossflow vor-
tices observed in swept-wing flows and corresponding experiments [181 [241.

The primary stability results obtained in [21 [41 for the flat-plate model have shown a qualitatively
good agreement between the calculated and measured Reynolds number dependence of the instabilities
wavelengths and frequencies.

The Mean Flow 6

The mean flow in the laminar region is essentially given by the stationary crossflow vortices and will
therefore be modelled in the following form.

(5) Q5 = Q0 
+ 

0 q0 ,

where cEq. denotes a primary zero-frequency disturbance of finite amplitude En . By using the shape
assumption [8]. the primary disturbance can be chosen strictly periodic:

(6) q0 (y, z) = real qo (z) e ) , 0max I0 (zlI 1.

Here W (z) is the normalized eigenfunction from the linear stability theory and , is the real wavenumber
in the direction y, normal to the stationary vortex axes. The spatial or temporal amplification will be neg-
lected. A justification of the shape assumption for three dimensional flows has been given in [7].

For calculating the zero-frequency disturbance, the temporal amplification w, is maximized with
respect to real wavenumbers a, and fl, . (The spatial amplification y in the direction of the real group
velocity c. = (6w, /a, , 6w, /6,3,) can then be obtained by using the Gaster transformation, y = w,/Ic.l .)
We remark that the resulting dimensional spanwise wavenumber nearly remains constant for increasing
chord length x, . thus satisfying the condition used in [13] For x, = 80% . the absolute values of the com-
plex eigenfunction components 60, , , ,w in the x, . y, and z-direction are shown in fig. 2. Here

= 0.4788 and 4, (x, . y,) 85.670 are the wavenumber and waveangle, respectively.

Since the amplitude c, of the primary zero-frequency disturbance is not fixed by linear stability theory,
it will be taken directly from the measured mean vulocity profiles,

60 = - max max U0 (yo,z) - mn 6 (y,.z))

According to the infinite swept-flow assumption, the amplitude e, is a function of the chord length x, only.
In particular, for x, = 80% , we then obtain E0 = 7.89%

In fig. 3, the streamwise and crossflow components ., , V, of the calculated mean flow are compared
with the corresponding experimental data in dependence upon the spanwise coordinate y, and the dis-
tance z normal to the wall. Whereas the wavelength in the spanwise direction y, , (2n/, 0 ) - 6 ( = 12.6mm
from theory), and the x,-component U, (y , z) are quite well approximated, the measured amplitude of the

In .... . . -- . -_- . .a . -,1ni i ol N
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y,-component V. (y, z) - V0 (z) is about three times larger than the calculated one. and there is a phase
shift of about I - 2rm for this component in the yc-direction. We remark that the results for the crossflow
component of the mean flow could not be improved by taking the measured boundary-layer profiles
ins'ead of the Falkner-Skan-Cooke model profiles as a basis for the primary stability analysis of the sta-
tionary disturbances.

The Secondary Disturbances q'

The fluctuations are considered to be disturbances of the mean flow a and will be written in the form

(8) q' = 61q1 .

where q, is a solution of the linear secondary stability system derived in [6]. To these equations,
Floquet-theoretical methods can be applied and the secondary disturbance admits the following repre-
sentation [101

(9) q, (xv . Yv Z. = real (01 (Yv , z) e -,t)

with
K

0) ejq (yv, z) = e-foYv qk (z) ekflov '

k-= -K

Here a, and w, are the wavenumber in the direction x, of the stationary vortex axes and circular frequency,
respectively, and a is a detuning parameter, which describes harmonic (a = 0), combination
(0 < o < 0.5 or 0.5 < u < 1) and subharmonic (or 0.5) resonances. The resulting eigenvalue problem
determines a, or w, and the amplitude functions 4, , (z) within a spatial or temporal growth concept and is
solved numerically by means of a Galerkin approximation [5].

For the chordwise position x, = 80% , we have calculated the most unstable temporal eigenvalue
w, = w,, + iw,, in dependence upon the real wavenumber a, . The results are shown for the harmonic and
the combination (a = 0.35) resonance case in fig. 4 and fig. 5. In each case, the primary eigenvalues cor-
responding to fixed wavenumber ,P. in the y,-direction and varying wavenumber a, in the x,-direction are
given by the dashed line. The presence of stationary crossflow vortices of finite amplitude e. changes the
stability characteristics of the three-dimensional flow (from the (+) to the (o)-curves). In particular, the
maximum of the amplification rate w, is reduced in the harmonic case and shifted to a larger value of a,
corresponding to a higher frequency f, = (w,, / (2n)) - (Q1'/6) in the combination case. In this latter case
(o = 0.35) , the amplification maximum is given by

(11) wot = 0.0367 + i0.0068 , a, = 0.08,

where f, = 145Hz. We remark that the results which have been obtained for combination resonances with
a = 0.25 and a = 0.5 (subharmonic case) are similar to those in the particular combination case
a = 0.35 except that the maximum values of the amplification rates are somewhat smaller than in (11). In
fig. 6, lines of constant temporal amplification w,, are plotted on the a, , &?-plane, where a, = a, and
, = (1 - or) , are the (real) wavenumbers in the directions parallel and normal to the stationary vortex

axes. The primary stability results are given by the dashed lines.

We find that both primary and secondary disturbances are crossflow disturbances. Due to the presence
of stationary crossflow vortices of finite amplitude, a second maximum (11) of the amplification for the tra-
velling waves corresponding to a somewhat smaller waveangle with respect to the direction of the external
inviscid flow is produced. This second maximum becomes more and more important for increasing ampli-
tude e of the prescribed zero-frequency disturbance. The crossflow vortices begin to oscillate around their
undisturbed position and are weakened and strengthened alternately [6]. However, in contrast to the
results obtained for two-dimensional boundary-layer flows [8] [9], strong resonance phenomena due to
secondary instability arising at small amplitudes ro have not been observed. Nevertheless, the travelling
waves amplified in the three-dimensional boundary layer correspond to secondary disturbances rather
than to primary ones. This will be demonstrated by comparing the theoretical and experimental data for the
fluctuations.

The truncation of the Fourier series (10) must be done carefully. There is a great influence of the higher
harmonics of the fundamental secondary waves ql, 4,1 on the numerical eigensolutions, in particular for
increasing amplitude e0 of the primary disturbance [6] f7 . In general, it suffices to base the secondary
,ability analysis on the calculation of the Fourier coefficients (3T) j, ,. 4, ,, and i, . To use the resonating

pair (2T) , , 4,2 instead as has been proposed in [211, however, will not always be adequate. In fig. 7, the
amplification rates w,, obtained for the approximations (2T) and (3T) in the harmonic resonance case are
compared with those which have been calculated with the coefficients (4T) q, -, qo, q,, , q,.- Moreover,
it is worthy to note that the secondary wave q, - turns out to be the dominant one within the low-frequency
branch of the combination (a = 0.35) case.

Let us consider now the secondary disturbance of maximum temporal amplification (11) (correspond-
ing to maximum II in fig. 6) at the chordwise position x, = 80%. The absolute values of the amplitude
functions 4, 4 ,., 2, , of the series representation (10) in the x, y, and z-direction are shown In fig. 8. The
amplitude E, in (8) is then defined by requiring
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max maxIU12a (i, y, z) I' dx =0_ yv <-2n/fi0 0_z < oo "i7J VJ

(12) 0

_-1 max max ^ (Yvz)I = 1
O- " r y ,, 2n !-0 z < oo Us

with , = x- (w,, a,) t, so that E, yields the maximum (streamwise) r.m.s. fluctuation of the total flow
field. Here the amplification factor e-,' has been neglected, but e, is given the finite value which is equal
to the measured maximum r.m.s. amplitude, e, = 10.6% .

In fig. 9, the streamwise component of the theoretical r.m.s. fluctua'ion,

o,,

is compared with the experimental r.m.s. value in dependence upon the spanwise coordinate y, and the
distance z normal to the wall. The agreement is satisfactory, in particular the maximum r.m.s. value E, is
obtained at the same distance z from the wall, z • 6 = 0.8mm. However, for the crossflow components of
the theoretical and experimental r.m.s. fluctuation (which are not shown here), we have found deviations
in amplitude and phase which are quite similar to those which already occurred for the crossflow compo-
nents of the mean flow. Fig. 10 shows the streamwise r.m.s. fluctuation calculated from the secondary dis-
turbance of maximum temporal amplification in the harmonic resonance case with a, = 0.03 (correspond-
ing to maximum I in fig. 6). The resulting half-wavelength periodicity in the yc-direction is essentially dif-
ferent from the r.m.s. distribution obtained in the combination case and is more related to the experimental
observations by Saric and Yeates [24] and to the numerical results by Reed [20] [21].

The Secondary N Factor

For a given physical frequency f,, the secondary N factor has been computed by using the spatial
growth concept with w,, = 0 and a, complex. Integration of the spatial amplification rates ( - a,,) yields

(14) N1 (xl) = - L 0 dx , a, j (xcO ) = 0
f .(-Cos 0'XC0

where L = 0.5m is the total chord length of the plate and 0' = 4 (x , xj. The increase of the secondary
N factor with the chord length x, in dependence upon the frequency f, is shown for the harmonic and the
combination (a = 0.35) resonance case in fig. 11 and fig. 12. Here the amplitudes c. of the primary zero-
frequency disturbances are modelled by evaluating the experimental data. The results for the primary N
factor have been obtained by F. Meyer (see [16]) by using the envelope method [25] and are given by the
dashed lines. We find that the presence of finite-amplitude stationary crossflow vortices reduces the N
factor, although the resulting amplitudes of the travelling waves are still too large compared with the
experimental observation. The general behaviour of the N factor with respect to the frequency is similar for
the primary stability analysis and the secondary stability analysis in the combination case, in particular the
maximum is obtained for 100 -200Hz. The dominant part of the measured frequency spectra lies within the
region of 50 - 200Hz. Furthermore, we note that the dependence of the secondary N factor upon the fre-
quency f, is well reproduced by the local temporal amplification rate w,, as a function of f, respectively of
the wavenumber a,.

Conclusions

The stationary (primary) crossflow vortices change the stability characteristics of the three-dimensional
boundary-layer flow. Both primary and secondary disturbances are crossflow disturbances, i.e. an inter-
action of the crossflow/crossflow type occurs. A comparison of the theory with the experiment has shown
that the secondary disturbance waves can be used to model the velocity fluctuations in the early transition
regime. However, strong resonance phenomena due to secondary instability arising at small amplitudes
of the primary disturbance have not been observed.
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Appendix. The Falkner-Skan-Cooke Model Flow

The Falkner-Skan-Cooke similarity solutions of the boundary-layer equations describe three-dimen-
sional flows over an infinite yawed wedge at zero angle of attack. The inflojevre of the three-dimensionality
Is controlled by two parameters, the Hartree dimensionless pressure-gradient parameter & (where the
wedge angle is given by (n/2) - ,) and the local sweep angle

Vex
t

(A1) e = arc tan --
ertU,

Here U6" and V0 are the velocity components of the external inviscid flow in the chordwise and spanwise
direction, x, and y_, respectively.



15-5

Let us introduce the local Reynolds number,

QeXt .6
(A2) Re6- v

where

(A3) Qexf = ((Uexf)
2 + (Vc )

and

(A4) 6 V u j )=

are the reference velocity and length and v is the kinematic fluid viscosity.

The chordwise and spanwise components of the Falkner-Skan-Cooke model flow are then given by

(A5) U0c (z) = -f- (z) cos E, Vo (z) = g (z)sin

where the coordinate z is the similarity variable normal to the wall and the functions f(z) and g (z) are the
solutions of the following ordinary differential equations [22]:

(2 - PH) L + f eL + PH 0-z)o,
dz dz dz

(A6) (2 - PH) d2g + f 
dg 0

dz dz

with the boundary conditions,
(A7) f dfdf

(A7) fd-, g =0 for z= 0 and -- ,g-- 1 as z -oo.

The small vertical component of the flow can be neglected by applying the parallel-flow assumption (3).

On the basis of the measured pressure distribution c, (x), which is a function of the chord length x,
only, the three-dimensional boundary layer in the swept-plate experiment is modelled by using Falkner-
Skan-Cooke velocity profiles [15], with

(A8) PH 2 dCp

X xc

Since the pressure gradient dc, Idxc is almost constant within the region 10% < x, < 90% of the chord, a

linear dependence of the pressure distribution upon the chord length is assumed [16]:

(A9) cp (xc) = 0.941 - 0.845 xc .

Finally, the external inviscid flow can be obtained from the formulae,

u"'t = Q, ,/1 - cp cos O,,(A 10) V x Q 00t = ~ s in 00 0ef,

where the free-stream velocity Q- = 19mls and the effective sweep angle e = 42.50 are used.

We remark that the deviation of the resulting values for the strictly increasing function P, from the end
value in (A8) is less than 5% for chord lengths xc > 50% , which, to a certain degree, justifies the
Falkner-Skan-Cooke approximation of the flat-plate flow. Moreover, the velocity profiles which have been
calculated from the full boundary-layer equations with the pressure distribution cp (x,) in (A9) and with the
free-stream velocity Q- as the input data are nearly identical to the corresponding Falkner-Skan-Cooke
profiles.
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Fig. 1. Streamwise and crossflow components Uo, Vo, of the Falkner-Skan-Cooke flow compared with the
measured velocity components (o) at the chordwise position x, = 80%.
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Fig. 3. Streamwise and crossflow components U, V. of the calculated (- - -) and of the measured (o) mean
flow versus the spanwise coordinate y, for the distances (1) z • 6 = 0.5mm, (2) 0.8mm, (3) 1.1mm
from the wall.
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Fig. 4. Secondary amplification rates w, and circular frequencies w,, for the primary zero-frequency
disturbance amplitudes (+) c0 -+ 0 and (o) F, = 7.89% in the harmonic resonance case.
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Fig. 5. Secondary amplification rates w,, and circular frequencies w, for the primary zero-frequency
disturbance amplitudes (+) 9 - 9 and (o) e, = 7.89% in the combination (a= 0.35) resonance
case.
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SUMMARY

Linear and nonlinear stages of the laminar-turbulent transition process in a three-dimensional bound-
ary layer initiated by crossflow instability are investigated by linear stability theory and numerical simu-
lation. The conditions of our investigations are adapted to the DFVLR swept flat plate transition experiment.
The parallel basic flow is defined by Falkner-Skan-Cooke similarity profiles. The observed wavelengths of
the crossflow vortices and frequencies of the travelling disturbances are well predicted by the linear the-
ory. In our numerical simulations we consider the temporal evolution of spatially periodic disturbances.
Quasi-twodimensional calculations (excluding variations along the vortex axis) show a nonlinear saturation
of stationary crossflow vortex disturbances. Nonlinear interactions of stationary and travelling disturb-
ances are studied by three-dimensional simulations. The disturbance development depends significantly
on the chosen initial disturbance field. Generally, close correspondence between the computed and the
experimentally observed disturbances is obtained at corresponding stages of development. However,
there are also some discrepancies. The ratio of the crossflow component of the disturbances to the
streamwise component is always larger in the experiment. Nonlinear disturbance interactions produce a
significant distortion of the streamwise and crosswise averaged mean boundary layer profiles and an
increase of the wall shear stress.

NOTATION

A initial amplitude A, A, wavelengths,
j = 0.5m chord length A, = 2nla, Ay = 2nfl,
cor group velocity ACF crossflow vortex wavelength
cPh phase velocity p density
CP pressure coefficient (P_ (p0.°, sweep angle,
d = (v, /O/j) 2  reference length corrected sweep angle
H,2  shape factor, table 1 fp, local sweep angle
i imaginary unit kv streamfunction
k = (ak, , Psk,) wavevector w = wr + iw, complex circular frequency
k,, k, wavenumbers 0 = curl Q total vorticity
N,, N,, N, number of grid points 6", 6", 6" 6, partial derivatives
P pressure V = (6,, ,, 6,) Nabla operator
Q = (U,V,W) total velocity vector, a = V 2  Laplacian

Q = Q0 + q a Fourier coefficient of
Q. = (UI V., 0) undisturbed laminar basic quantity a

flow a dimensional quantity
q = (u'vW) disturbance velocity i average in xk-direction
R local Reynolds number, i = i (0,0) average in x- and

R = &( / y-direction

t time a,,,, rms value, see eq. (12)
At time step
x,y,z cartesian coordinates

(right-handed) x,y parallel, c body-oriented coordinates, x, in chordwise
z normal to surface direction

x, = X, /c non-dimensional chord e value at boundary layer edge
position i imaginary part

a, fl wavenumbers r real part
#11 Hartree parameter s streamline-oriented coordinates, x. IIQe
XB = Jo," Ii 0eI/v crossflow Reynolds number v vortex-oriented coordinates, x, in vortex
6. ,6 integral quantities, axis direction

see table 1 0 basic flow
kinematic viscosity cO free stream condition

1. INTRODUCTION

Laminar-turbulent transition in boundary layers with low background disturbances proceeds through
a sequence of increasingly complex stages initiated by flow instabilities. The development of rational
transition prediction schemes requires an understanding of these basic physical phenomena. In 3D boun-
dary layers on swept wings, different primary instability mechanisms may be responsible for the onset of
transition on different portions of the wing. Tollmlen-Schlichting instability (TSI). cross-flow instability (CFI),
or attachment line transition (ALT) may occur under specific conditions.
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Here, our interest is focused on the CFI which may appear in regions of negative pressure gradients.
A consistent characteristic of this instability is the presence of corotating streamwise vortices within the
boundary layer which may have rather large amplitudes. Footprints of these vortices appear as streaks In
surface oil flow visualizations which are approximately aligned with the potential flow. The appearance of
crossflow vortices is explained by the classical primary linear stability theory. A review of this theory is
given by Mack [18]. Other surveys of instability and transition in 2D and 3D boundary layers have been
given by Arnal et al. [1] [2], Poll [24] and by Saric and Reed [28]. One approach to study nonlinear
interactions between different disturbances is the secondary stability analysis. A survey of this field is
given by Herbert [14]. Fischer and Dallmann [9] presented secondary instability investigations in 3D
boundary layers. They found secondary amplification rates which are not as large as in 2D boundary lay-
ers. Poll [25] experimentally investigated transition in the leading edge region of a yawed cylinder. He
studied fixed-wavelength stationary disturbances which are characteristic of CFI. Saric & Yeates [29]
investigated transition on a swept flat plate in a wind tunnel with contoured walls. The imposed pressure
distribution was choosen such that an interaction between TS and CF instability should take place. They
observed stationary streaks with a wavelength independent of the distance from the leading edge. Reed
[27] employed a secondary instability theory to explain the appearence of the second harmonic of the
crossflow wavelength in this experiment. A similar experiment was made by Nitschke-Kowsky and Bippes
[4] [23]. The crossflow was generated by a negative pressure gradient imposed by a displacement body
above the flat plate. They found stationary disturbances and travelling waves with a broad frequency band.
Both disturbance modes appeared simultaneously at roughly the same Reynolds number. This DFVLR
swept flat plate transition experiment has been continued by Muller and Bippes [22]. In addition to oil flow
and sublimation method visualizations on the plate, detailed hot-wire measurements of the two velocity
components parallel to the plate were made in a large three-dimensional measuring volume.

In the present paper, we report on theoretical investigations of CFI-initiated transition for the condi-
tions of this experiment. First we describe the approximation of the undisturbed boundary layer flow by
Falkner-Skan-Cooke (FSC) profiles. Then primary instability results are presented. The nonlinear develop-
ment of crossflow vortices and their interaction with travelling waves are investigated by numerical simu-
lation. The theoretical results are compared with experimental data.

2. DEFINITION OF THE BASIC FLOW

Fig. 1 sketches the experimental arrangement and the coordinates. The freestream velocity (5 _ is
decomposed into a chordwise component U _ and a spanwise component V _. The local chordwise and
spanwise velocity components of the undisturbed boundary layer flow are denoted as U , and V o,. Due
to the assumption of infinite-swept conditions, the spanwise velocity at the boundary layer edge is a con-
stant, V , , = V_. In addition to the body-oriented coordinates (x, yj), it is useful to introduce local
streamine-oriented coordinates (x, , y). The angle between x, and x, is the local sweep angle (p,. For
stability investigations and numerical simulations, the use of still another local coordinate system, the
"vortex-oriented" system (x, , Y), is appropriate where x, points along the vortex axis direction (fig. 2). The
angle between xv and x, is denoted by e.

Fig. 3 shows the pressure distribution on the plate measured in the transition experiment [22]. The
pressure coefficient is given by

(1)- (ce '2

P -2 ku,0  J
2 C, .

Beyond the leading edge region x, < 0.04, the measured data follow the straight line

(2) cp (x,) = 0.941 - 0.845 xc ,

obtained by a least-squares fit, with excellent accuracy. Therefore, in the following we exclusively use the
linear distribution (2) to define the potential flow. Assuming infinite-swept conditions, the chordwise and
spanwise components of the potential flow are given by

(3) Uoc. 1 - cp cos 1ooI

(4) V0c. = sin (p. 16Q01

and its magnitude by

(5) 1Q0,eI = [sin2 qoo + (1 - cp) cos 2 (pod]1/2 16001
The local sweep angle is defined by

tan oo
(6) Vp = arc tan

-- Cp

All quantities are non-dimensionalized with the reference length d =0. and the magnitude of the
local velocity at the boundary-layer edge, ItC o.I (except for the chordwise position which is denoted by
x= , /). The local Reynolds number is R = C ? 1 d /V
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In order to define our basic flow Q0, we approximate the boundary layer flow locally by Falkner-Skan-
Cooke (FSC) boundary layer profiles. These are similar solutions of the boundary layer equations for the
flow about a yawed wedge (Rosenhead [263, Mack [181). The FSC profiles depend on two parameters,
namely the local sweep angle p, and the pressure gradient (Hartree) parameter

'7)1 =1 - c'

97) j2 d
dx,

The wedge angle is fl,r, and the chordwise velocity varies according to U o, oc x,1 with
rn = l, / (2 - fl,). We define the basic flow for our analysis of the transition experiment as the parallel
flow Q, = (U,, , V,,,, 0) where Uo and Vo are the FSC profiles for the parameters (p, (x,) and ,8, (x,) defined
in eqs. (6), (7) with c, (x,) given by (2). The sweep angle p_, in (3) - (6) is set to po,,, = 42.50 (instead of the
nominal geometric sweep angle of the plate of 450 ) in order to account for an upstream influence of the
plate and the displacement body on the free jet close to the wind tunnel nozzle. With this correction, the
potential flow (3), (4) agrees well with the measured flow outside the boundary layer. Fig. 4 shows the FSC
parameters I, and p. and some important boundary layer quantities, defined in tab. 1.

quantity symbol defined by

boundary layer thickness 6 Uo,(6) = 0.999

displacement thickness 6,, f(1 - U,,)dz
0

momentum thickness '5 .Uo,(1 - Uo,)dz

displacement thickness 60 - fVdz

shape factor H,2 6,o6,o

crossflow amplitude Vol ..... max I V,(z) I

Table 1: FSC boundary layer quantities

The variation of these boundary layer quantities is weak in the region x, > 0.5 due to the fact that the Har-
tree parameter is nearly constant and the shape of FSC profiles varies only slightly when (p. = 450 . This
motivates us io assume a fixed basic flow in our simulations of transition in the downstream half of the
plate. The figure also shows the variation of the outer flow velocity, the dimensional boundary layer thick-
ness, the Reynolds number R and the crossflow Reynolds number X8 with x, for the experimental condi-
tions I? ,J = 19m/s and (p_ ,, = 42.50 .

The local FSC approximation has been compared with the result of a boundary layer calculation based
on the pressure distribution (2). The agreement is very good: the relative error in U, and V,, as well as
in the first and second derivatives, is less than 1!% for x, > 0.2 . Fig. 5 shows a comparison of our basic
flow with measurements of the time-mean flow in the DFVLR 1m x 0.7m wind tunnel [22]. The measured
data have in addition been averaged in spanwise direction over a distance of 3, . For the stations
x, = 0.2 and 0.5, the deviation between our basic flow and the experimental data is below 4% of the outer
velocity for U, and below 1% for V,. Further downstream the measured mean flow shows distortions by
nonlinear disturbance interactions. In particular, the averaged U, (z) becomes inflectional in the outer half
of the boundary layer. This will also be observed in our numerical simulations (see section 6). The devi-
ations very close to the wall are probably due to wall interference effects in the measurements.

3. PRIMARY STABILITY ANALYSIS

At low background disturbance levels, the onset and the early stages of transition can be described
by the primary stability theory of the undisturbed basic flow [18]. The temporal theory considers single
harmonic disturbances

q (x.y,z,t) = q (z) exp[i (ax + fly - wt)] + c.c.

of sufficiently small amplitude, where x,y denote wall-parallel directions, a, ,8 the corresponding wave-
numbers, w the complex eigenvalue and c.c. the complex conjugate. By introducing this normal mode
ansatz into the linearized Navier-Stokes equations we obtain, for a 3D basic flow, a complex eigenvalue
relation of the type F (a, fl, R, w,, w,) = 0. In 3D boundary layers the Squire transformation is not applica-
ble and the more general Stuart transformation has to be applied [18]. Due to the Stuart theorem [13] it
Is possible to reduce the 3D stability problem to a series of Orr-Sominerfeld problems for the velocity
profiles obtained by project'ng the 3D boundary layer profile onto the direction of the wave vector. Eigen-
values have to be determined in the whole (a, fl) plane. In the following we present stability results per-
taining to the DFVLR transition experiment [22]. The eigenvalue problems have been solved using the
stability code LISA-T [8]. As usual in stability theory, we consider only the most amplified elgenvalue w
of the spectrum, denoted as "fundamental eigenvalue".
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A good insight into the stability behaviour of our 3D boundary layer is obtained by considering the
neutral surface w, (a,, #,, x,) = 0 shown in fig. 6. We see that all waves with wave vector k = (a,, 8,)
pointing in the local potential flow direction (i.e. along the a, axis) are damped, while a set of waves with
k closer to the crossflow direction (,8, axis) are amplified. Fig. 7 shows the stability diagram for x c = 0.8
which is representative of other stations. This position will also be considered in our numerical simu-
lations. Fig. 7 reveals several typical stability properties of accelerated 3D boundary layers:

* The most amplified waves propagate approximately in crossflow direction (crossflow instability).

* In the unstable region stationary disturbances (w, = 0) exist with amplification rate slightly smaller
than the maximum for travelling waves.

The range of amplified wavenumbers is rather large in crossflow direction (nearly one decade of /,).
The unstable range is actually widest for stationary disturbances.

The circular frequency Wr,. and therefore the phase speed c, = o/I k of amplified waves is small
in comparison with that of TS waves in 2D boundary layers.

These features make the appearance of both stationary vortices and travelling waves in natural transition
experiments quite plausible.

A successfully used engineering method for transition prediction is the el method based on primary
linear stability theory [18]. In a recent survey Bushnell et al. [5] conclude that, for a wide range of flow
types. transition in a low-disturbance environment is correlated with integrated amplification factors el with
N in the range of 9 to 11. For 3D flows, different approaches are possible to calculate the integrated
amplification. Here we give results obtained with the widely used "envelope" method. A fixed dimensional
frequency f is selected, and, at each station xc , the maximum (among all wavenumbers (a, ,#)) temporal
amplification rate w, is determined. Fig. 8 displays the chordwise distribution of stability data calculated in
this way for several frequencies. Fig. 8a shows the maximum amplification rates. The stability boundary is
at xc = 0.075, close to the leading edge. The highest amplification rates are found for f = 100Hz . As
remarked above, the amplification rates for zero-frequency disturbances are somewhat lower. Beyond
f = 200Hz w, decreases rapidly in the region x, > 0.3. In order to convert the temporal amplification into
a spatial one, the real part of the group velocity c., = (6w, / 6a,, (ow, / 0/,) is calculated. The amplification
rate - k, in the direction of cg, is then obtained from Gaster's transformation - k, = w, /I c, I . In figures
8 b and c the magnitude and direction of cgr are depicted. Both remain nearly constant, and c0, deviates
only little from the potential flow direction. The group velocity of the most amplified disturbances is
between 50% and 60% of Q0,.

Integration of the spatial amplification rate along a curve which is everywhere tangential to cgr yields
the "N factor"

N(xc" f)= c" X0 I r Cos dx

where x,, is the position of first amplification and e the angle between x, and c,,. Fig. 8d shows the com-
puted N factors. (A calculation employing a constant physical spanwise wavenumber [18] gave essentially
the same results, as this condition turns out to be satisfied for the maximallyfamplified wavenumbers at the
present conditions.) The frequency range with largest total amplification is f t 100 - 200Hz. We see that
the physical spatial amplification (i.e. the slope dN/dx,) is nearly constant for f 200Hz . The exper-
imentally observed disturbance growth, which Is difficult to determine under natural transition conditions,
depends on the wind tunnel (measurements were made in different tunnels) [22]. For the measurements
in the lm x 0.7m tunnel the disturbance growth was significantly lower than predicted by the computed
N factors. Transition to turbulence was not observed by the downstream edge of the plate at the present
experimental conditions.

In contrast to the amplification, the observed wavelengths and the frequency range are in good
agreement with those of our calculation. Analogous results were obtained by Arnal et al. [2] and by Bieler
[3], [7]. Fig. 8e shows the wavelengths corresponding to the amplification rates of fig. 8a. The wavelengths
A, (measured in direction of y,) are normalized by the local boundary layer thickness. For a fixed physical
frequency and x, 2 0.2 this value Is constant. For f = 0 we find the value A,/6 = 3. Arnal et al. [2] meas-
ured the wavelength A. in y, direction. They found that the ratio A,/6 remains constant at approximately 4.2.
In our calculation A/6 decreases significantly in the first half of the plate but is nearly constant jn the
region 0.5 !5 x, 1 where it varies only from 4.7 to 3.9. Fig. 8f shows a comparison of the calculated Ac with
the experimental data [22]. The prediction is slightly above the measurements but still in good agreement.

4. NUMERICAL SIMULATION MODEL

In our simulations we investigate the nonlinear temporal development of streamwise (x,) and spanwise
(yj periodic disturbances by numerical Integration of the incompressible Navier-Stokes equations. More
specifically, a chordwise position x, is selected, and the evolution of disturbances q to the basic flow
Q, (xj Is computed. The basic flow and the Reynolds number remain unchanged in our simulations (not,
however, the horizontally averaged flow - see below). Such a simplified approach has been used with great
success in simulations of the transition process in a 2D Blasius boundary layer (e.g. [17],[31]). For chan-
nel flow (which Is parallel, however) the complete transition process from laminar flow to fully developed
turbulence could be simulated with the temporal model [11]. The temporal disturbance development in
these simulations closely corresponds to the spatial development observed In experiments.



Fig. 9 shows the spatial integration domain 0 <x !<A, ,0 y,_<A, and 0 <z -: 0 of our simulations,
The no-slip condition is applied at the wall z = 0. and periodic boundary conditions in the horizontal
directions x,, y, (the vortex-oriented coordinates are used) The Navier-Stokes and continuity equations are
written as

( _)-_) + Q. VQ= VP + -L AQ + F
6t R

(9) div O = 0

where P denotes the pressure and F is a forcing term. Our usual choice is

(10) F 1 d 2  ( U
O

V ( z ) ' V10" (z) ,0)
Rdz

which renders the undisturbed basic flow Q, an exact solution of the Navier-Stokes equation. This proce-
dure is equivalent to solving the complete nonlinear disturbance equations for the deviation q from the
basic flow Q, (see also the discussion in [17] and [30]). The nonlinear distortion q of the (x,y)-averaged
mean flow is included. In some of our calculations spefcified later, this mean flow is simply frozen at the
undisturbed basic flow and the forcing term F is not imposed. A more refined model, which incorporates
the change of the basic flow with x, , could be implemented by using a time-dependent forcing term in a
moving reference frame as done by Spalart & Yang [30] for Blasius flow.

As in corresponding transition experiments, the dominant initial disturbance is a stationary crossflow
vortex which is approximately aligned with the potential flow direction. In our "quasi-2D" simulations the
nonlinear development of a "pure" crossflow vortex disturbance without any variation in the direction x,.
of the vortex axis is computed. In the "fully 3D" simulations travelling waves are also excited initially and
Interact with the stationary disturbances. All of our initial disturbances are obtained from the primary linear
stability theory.

We define the mean flow Q = + 4 by the streamwise average

011) i = L A_~v
'V0

and the root-mean-square (rms) fluctuation of the component u , e.g., as

(12) Urms = [(U-- U)2] 112

For comparison with experimental data, (11) and (12) are compared with time-averaged values and the
temporal rms fluctuations about this mean, respectively. Finally, the average over both horizontal
directions is indicated by a double overbar, e.g. Q = Q + 4.

The numerical dicretization in the horizontal directions is based on Fourier expansions,

(13) Q (xv, yv, z, t) = Q (k, , ky ,z,t) exp (ikxavXv + iky/vyv)•
k, k,

The sum extends over the wave number range Ik,I < N,/2 and Ik, < NY/2. In the normal direction, the
semi-infinite domain 0 5 z < o is mapped onto - 1 - , !5 1 by z y (1 - 17)/(1 + ,)P where y = 4 and
p = 1/2 have been used throughout. A Chebyshev matrix collocation method [12], [17] is then used to
discretize in f7 . Roughly one half of the collocation points are located within the boundary layer The
exponent p = 1/2 instead of the commonly used p = I provides for a more moderate (i.e. linear instead
of quadratic) increase of the outermost collocation points with increasing total number of collocation points
N,, which leads to a better conditioning of the matrices involved.

Fnr time integration, the viscous terms are treated implicitly by the Crank-Nicolson method, and the
nonlinear terms explicitly by the Adams-Bashforth method. In order to treat the nonlinear terms (which are
written in the Q x curl Q form) efficiently, the pseudospectral approximation is used. Aliasing errors in the
Fourier expansion are eliminated by applying the 3/2 rule [6]. The pressure is calculated from a Poisson
equation with the correct boundary conditions obtained from the condition of vanishing divergence at the
boundary, using an influence matrix technique [15]. The solution is obtained by solving sequentially a set
of one-dimensional Helmholtz equations. The culiu(cation dicretization lead, to approximation errors in the
continuity equation. These are eliminated, at minimal computational expense, by superposition of pre-
computed auxiliary solutions in the same manner as the "tau errors" arising in the tau method
([15],[17]). Thus the continuity equation and the boundary conditions are satisfied to machine accuracy in
our numerical solution. The numerical scheme is implemented in the computer code TRANSIT. The CPU
time per grid point and time step on a Cray XMP is 31 ps (using one processor).

5. NONLINEAR DEVELOPMENT OF CROSSFLOW VORTICES

Linear stability theory predicts exponential growth of amplified small disturbances. As the disturb-
ances grow to finite amplitude, nonlinear effects become important and will limit the disturbance growth
Nonlinearity produces higher harmonics of the fundamental disturbance and changes the mean flow 0 by
the action of the Reynolds stresses. In this section we study the nonlinear development of initially small
crossflow vortex disturbances. Particularly, the temporal development of disturbances without variation
along the vortex axis x. is investigated by numerical simulation. This flow type is denoted as quasi-twodi-
menslonal, as the three velocity components (U,, V, W) do not depend on x. and the cross-sectional flow
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(V, . W) represents a solution of the two-dimensional Navier-Stokes equations which is uncoupled from the
streamwise component U, . While the nonlinear stability approach allows to compute stationary finite-am-
plitude solutions directly from the steady-state equations [ 16. 21]. the temporal simulation is in addition
able to describe the transient behaviour of the disturbances

The basic FSC flow parameters for this investigation are ,, 0.6 , and qp, = 450 which gives the
maximum crossflow amplitude. We consider relatively small Reynolds numbers close to the stability
boundary. At R = 260 linear theory gives a stationary 1wv, - 0) mode with IkI = 0.3557, angle E = 4.40
and an amplification rate of w, = + 0.0012 (i.e. growth by one decade within a time interval of 1919). The
numerical discretization is N, x N, = 16 x 48 and At = 0.5. The initial amplitude A is defined by the maxi-
mum of the streamwise disturbance I uj . Fig. 10 displays results on the nonlinear disturbance develop-
ment for different cases. In fig. 10a results at R = 260 with different initial amplitudes are given. Initially
it ! 1000) the disturbance growth follows the linear theory. Thereafter the growth is reduced, and after
reaching a peak value the disturbance amplitude very slowly decreases to a value of 9% independent of
the initial amplitude. A quasi-steady state with small temporal oscillations is attained. Fig. 10b displays
results obtained at different Reynolds numbers R for the same wavevector k as above. We observe the
same type of saturation behaviour. The saturation amplitude grows monotonically with R above the stabil-
ity limit of R = 220. At the higher R the oscillations are more pronounced. These oscillations may be due
to a second bifurcation into a time-periodic state.

These results were obtained_ with the forcing term of eq.(10) present in eq.(8), i.e. with the full inter-
action between the meanflow Q and the disturbances included. Some quasi-2D calculations were made
[20] with the mean flow Q artificially frozen at the laminar basic flow Q0 , as is the case in linear primary
and secondary stability calculations. Figs. 11 and 12 present results obtained at R = 260 with A = 3%. Fig.
12 shows the evolution of the initially excited fundamental mode (0,1) and the harmonics (0, k,). After a
state of monotonic growth a steady saturation state is attained. Due to the absence of the interaction with
the mean flow this happens much more quickly than in fig. 10. The higher harmonics fall off according to
a geometric progression, the mode (0.2) being smaller than mode (0,1) by a factor of 4.5 . The amplitude
distribution I (z)I of the (0,1) mode in the saturated state is still close to that of the linear eigenfunction.
Fig. 11 illustrates the flow structure in the saturated state. The crossflow vortices are represented by con-
tours of the streamfunction W defined by

(14) Vv = 6cu/z . W = - 6W/6yv

The vortices have the same sense of rotation (counter-clockwise if viewed in streamwise direction, as
opposed to the upstream view in fig. 11) and remain at a fixed spatial position during the nonlinear
development. The isotachs of the streamwise component U,., shown in fig. 1 la with increments of 0.05, are
strongly distorted in a characteristic, asymmetric manner also observed in experiments (see e.g. fig. 15
of [2]). With the present large saturation amplitude of u, ,,,, = 19% , even a region with local velocity
excess U. > 1 appears in the outer half of the boundary layer. From the periodic variation of the isotachs
close to the wall we can infer a corresponding variation of the wall shear stress, which is known to produce
longitudinal streaks in experimental flow visualizations.

Fig. 13 shows the saturation amplitudes obtained for the present conditions (FSC flow with ,, = 0.6,
(p, = 450 and wavevector Jkl = 0.3557, E = 4.40) with the two different treatments of the mean flow.

Supercritical bifurcation is obtained in both cases, as observed in [21] for Blasius flow. While the satu-
ration amplitudes agree close to the bifurcation point R = 220 where they are small, the unphysical neglect
of the mean flow distortion leads to amplitudes which are larger by about a factor of two at higher R . The
physical meaning of the calculated quasi-2D saturation s. . obvious. The disturbance growth in the
experiment occurs in spatial direction, and interactions o. ;L 'y with travelling disturbance modes
may result in a different nonlinear development (this latter aspect is investigated in the following section).
Nevertheless, the nonlinear temporal disturbance evolution towards saturation is an interesting problem
in itself, and the obtained saturation states show quite similar features as the mean flows observed both
in experiments and in fully 3D simulations.

6. NONLINEAR INTERACTIONS OF STATIONARY AND TRAVELLING DISTURBANCES

In the real transition process initiated by crossflow instability, stationary and travelling disturbances
of significant amplitudes are observed. As noted above, this is expected from linear stability theory. In this
section we present results of a numerical simulation which includes the nonlinear interaction of stationary
and travelling waves of various wavelengths and propagation directions. As basic flow we take the FSC
approximation to the experiment [22] at the station x, = 0.8 , where fl,, and (p, change only little with x,
(see fig. 4). Fig. 14 shows the stability diagram belonging to this basic flow, tcgether with the initially
excited wavenumbers (k, , k,) of our simulation. The most unstable zero-frequency mode is the (0. 3,,)
mode (3/,, = 0.479). so that the integration domain A,, =- 2n//f can accomodate three crossflow vortices.
The angle c between the x, and x, directions is 4.30 . The streamwise wavenumber av = 0.08 is chosen such
that it gives the maximum secondary instability amplification for a combination resonance case at a
crossflow vortex amplitude which fits the experimental data at x, = 0.8 [10]. To define the initial disturb-
ance, for each excited (k, , ky) mode the first 20 least damped eigenmodes of the spectrum are computed
and superposed with equal amplitudes and random relative phases The modes (0.3) and (1,2), which have
the largest growth rates, are excited with an amplitude of 0.25%, and the others with 0.025%. This initial
velocity field is chosen to resemble the velocity field in the "natural transition" experiment [22] which, in
particular, exhibits a surprisingly regular crossflow vortex system. (A simulation with the same initial
amplitude for all eigenvalues did lead to a much more irregular disturbance field than is observed in the
experiment.) The maximum streamwise rms fluctuation U,..... is thus of the order of the experimental tur-
bulence level. The horizontal discretization varies from N,xNy = 16x32, At = 0.5 initially to
N, xN, = 48x180, At = 0.2 in the late stages. In the nnrmal direction N, = 80 collocation points are used
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throughout.

Fig. 15 shows the development of the maximum Fourier amplitudes

Uv,, = max u(k,,k,,zt)

of the initially excited "stationary" modes (0, k,) and the fluctuating modes (1, ky) , as well as their harmon-
ics. After an initial transient t < 100 we observe a monotonic growth of all modes with approximately con-
stant yrowth rates. The growth rates of the initially excited modes are close to those of the primary linear
stability theory up to t = 700. The growth rates of the initially not excited higher harmonics are larger, as
expected from the quadratic nonlinearity. The (0,0) mode, which represents the mean flow distortion u,
attains a value of about 4.5% at t = 880 . Fig. 16 displays the distribution of the energy of the Fourier
modes

E(k, , ky) =(- , k ,kz) Idz

at four different simulation times. The growth of the higher modes necessitates a successive increase of the
horizontal resolution N. , N,. The energy of the highest modes remains below 10 -15 in the present simu-
lation, so that the employed resolution is considered by far sufficient. We recognize a characteristic
asymmetry of the energy spectrum with a dominance of the cross-flow (ky , k I ) modes (note the different
scales on the k, and k, axes). This asymmetry is already present in the linear stability diagram of fig. 14.

Another representation of the growth of the fluctuating disturbances is provided by the rms fluctuations
in fig. 17. We observe regions with low and high fluctuation levels. This behaviour is well known in 2-D
boundary layer transition, and is referred to as "peak-valley splitting". The rms fluctuations U,,,,s grow up
to 12% locally. The spatial distribution will be discussed below in more detail. In figs. 15 and 17 there is
obviously a tendency towards saturation of the disturbance growth at the end of the simulation. Such a
saturation has also been observed in the experiments [22] beyond x. 1 0,7. Clearly, the simulation should
be continued to assess the later development: this work is in progress [19].

In fig. 18 the development of the "globally" averaged boundary layer profiles U, and V, is shown. At
t = 0 the basic FSC profiles are obtained. At late times significant distortions appear, as may already be
inferred from the growth of the (0,0) mode in fig. 15a. The streamwise profile develops an inflectional
character with a velocity deficit (compared to the FSC profile) near z = 0.56 and an excess near
z = 0.26. The latter leads to an increase of the mean wall shear stress. The shape factor H,2 remains
constant at H, 2 = 2.37 up to t = 500 ancjthereafter decreases rapidly to a value of 2.14 at t = 940. This
development of the streamwise profile U, is very similar to that of the spanwise-averaged experimental
data shown in fig,.5. The observed velocity deficit at x, = 0.94 is 6% as in the simulation at t = 940. The
cr-ossflow profile V, experiences much smaller changes. The maximum crossflow value increases from the
FSC value of 9.26% to a peak of 9.87% at t = 880 and thereafter decreases again rapidly.

We now discuss the development of the streamwise (xj-averaged mean flow, which corresponds to the
time-mean flow of the experiment. Fig. 19 depicts the cross-sectional flow (Vv, W) and the streamwise
component U. at three different times. The development of the crossflow vortices is well illustrated. Thse
are rotating counter-clockwise (note that y, points to the right and we are looking upstream) and become
strongly distorted in the late stages. The isotachs of U, are deformed accordingly, displaying an asym-
metric shape. We also recognize small differences between the three vortices shown. These are due to the
modes different from (0,3n) and have been excited intentionally. Fig. 20 shows a different representation
of the horizontal mean flow components, which is also used in [22]. The streamwise profiles are signif-
icantly distorted and have inflection points, which remain after averaging over y. as seen in fig. 18. A direct
comparison of a set of mean streamwise and crossflow profiles between experiment and simulation at
corresponding stages of development is given in fig. 21. The streamwise profiles are very similar (a small
shift of the z = 0 origin should be made in the experimental data). However, the measured crossflow pro-
files show a much stronger spanwise variation than the calculated ones. Still, the averaged values are of
the same magnitude (see again figs. 5 and 18).

The spatial distributions of the rms fluctuations are documented in fig. 22 for representative stages.
We see the pronounced peak-valley structure referred to earlier. The yv-position of the peaks is the same
as of the crossflow-vortex centers (fig. 19), however they are located closer to the wall at z = 6/4. At
t = 880 the peak values of the streamwise component attain 12%, while the values at the valley are smaller
by a factor of 4. This variation is much smaller in the 1-m-tunnel experiment. However, the shape of the
rms fluctuation distribution is quite similar, and the peak values at t = 600 and t = 880 compare favorably
with those of the experiment at xc = 0.6 and 0.9, respectively. Another difference is the relative magnitude
of the streamwise and the crossflow component. While the ratio of the maximum crossflow to the maximum
streamwise r.,ns fluctuation components is about 1/4 in the simulations, it is close to 1/2 or even to 1 in the
experiment for the far downstream positions.

Finally, we discuss some instantaneous flow data. Fig. 23 shows the streamwise and spanwise com-
ponents of the total vorticity, Q_ and D),,, in the cross-section x, = 0. Other streamwise positions show
qualitatively the same distributions. Fig. 23a displays the streamwise vorticity. The local minima at
z = 0.46 indicate the location of the crossflow vortices (at t = 600 only two vortices are visible at x, = 0
due to the skewed nature of the instantaneous velocity field - see fig. 24 below). Local maxima appear
at the wall below the vortex centers. Fig. 23b presents the cross-component 0, , which is dominated by the
gradient 6Ulr)z. The maxima are located at the wall. They will be seen again as maxima of Ir. I in fig. 24
below. A second set of local maxima appears away from the wall at the height of the crossflow vortex
centers (see fig. 19), sidewise of the local minima of Q, Interestingly, the shape of the regions of large
0, is reminiscent of the high-shear layers which appear in the transition process Initiated by Tollmien-



Schlichting waves [11,17,31]. Fig. 24 gives the instantaneous wall shear stress distributions at two times.
We see three longitudinal streaks within the integration domain. The maxima are staggered in streamwise
direction due to the particular initial disturbance excitation (fig. 14). The wall shear stress pattern moves
with a celerity of about 0.5 in a direction only about - 3' off the vortex axis direction. This is close to the
group velocity magnitude and direction of the most amplified disturbance with f= 100Hz (fig. 8b,c). A
streamwise average will give a periodic crosswise variation of the mean wall shear stress, which leads to
the well-known streaks in experimental surface flow vizualizations.

7. CONCLUSIONS

The transition process in the DFVLR swept flat plate transition experiment [22] has been investigated
theoretically by linear stability theory and numerical simulation. Due to the strong, nearly constant nega-
tive pressure gradient the linear as well as nonlinear stages of transition are dominated by instabilities of
the crossflow type. The primary stability theory predicts well the observed crossflow-vortex wavelengths
and frequencies of the travelling waves. The experimentally observed disturbance growth significantly
depends on the wind tunnel and/or turbulence level. It is generally lower than predicted by the eN method,
except for the stationary crossflow vortex disturbances in a low-turbulence (Tu = 0.05%) wind tunnel
where good agreement is obtained. This could be partly explained by the fact that in presence of finite-
amplitude crossflow vortices the secondary instability amplification is smaller than the primary one [10].

The nonlinear temporal development of periodic disturbances has been investigated by numerical
simulations. These extend the primary and secondary temporal stability theories by including the full
nonlinear disturbance interactions. Quasi-twodimensional calculations, without disturbance variations in
the vortex axis direction, have shown a nonlinear saturation of amplified crossflow vortices. The saturation
amplitude significantly depends on the modelling of the mean flow if the amplitude level is large. Nonlinear
interactions of stationary and travelling disturbances are investigated by three-dimensional simulations
corresponding to the "natural transition" experiment. As expected, the transition process depends strongly
on the chosen initial disturbances. With an appropriate initial disturbance field, a very similar development
of the computed and the measured velocity fields is obtained at corresponding stages of transition. How-
ever, there are also some discrepancies. For example, the ratio of the crossflow component of the dis-
turbances to the streamwise component is always larger in the experiment, and the valleys in the rms
fluctuation distribution are not as pronounced. The global distortion of the mean flow profiles and the
associated increase of the wall shear stress are well described by the simulation. The instantaneous wall
shear stress pattern moves approximately with the group velocity of the most amplified travelling disturb-
ance according to primary linear theory.

Further work is in progress concerning the later stages of the transition process and the influence of
the initial disturbances. A refined treatment of the mean flow in these temporal simulations is desirable.
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ABSTRACT

The calculation of transition on an infinite swept wing has been investigated for a
range of sweep angles. Reynolds numbers and angles of attack. The method solves
boundary-layer and Orr-Sommerfeld equations by a finite-difference procedure and
involves interaction with the inviscid flow. Amplification rates in the en-method
are determined with an eigenvalue procedure which determines the relationship between
the wave numbers. The calculation method is evaluated in terms of measurements reported
for the flow around an ONERA-D wing equipped with a cambered leading edge and attached
to a half fuselage. It is shown to be convenient to use, particularly because the
neutral stability curves (zarfs) facilitate the calculation and avoid uncertainties
associated with the choice of magnitude and location of the critical frequencies. In
general, the calculated values of the onset of transition are in good agreement with
measured values, for the eight cases examined.

1.0 INTRODUCTION

The determination of the location of the onset of transition from laminar to turbu-
lent flow has exercised analysts and experimentalists for many years with results which
have been limited in their range of applicability. Perhaps the greatest degree of gen-
erality has been achieved with linear-stability theory and its implementation through
the en-method as proposed by Smith and Gamberoni [l], by Van Ingen [2), and recently
reviewed by Bushnell et al. (3]. This paper is concerned with the extension and appli-
cation of this approach for the calculation of transition on swept wings.

It is known, largely through experiments such as those of Pfenninger [4], Gaster [5]
and Poll (6], that the location of the onset of transition on the attachment line of
swept wings depends on the Reynolds number based on the momentum thickness of the span-
wise velocity profile. For values of this Reynolds number greater than around 240, the
smallest of disturbance will ensure turbulent flow on the attachment line. For lower
values, transition either occurs along the attachment line or takes place downstream of
it, possibly in the region of favorable pressure gradient as a consequence of inflec-
tional instabilities in the cross-stream velocity profiles. The sweep angle, nature of
the upstream boundary layer and flow convergence determine the local momentum thickness
along the leading edge. Divergence is related to the radius of curvature of the leading
edge so that a small radius will lead to stronger divergence with consequent reduction
in the momentum thickness and Reynolds number. Thus, for example, a tapered leading
edge can lead to a decreasing Reynolds number and to relaminarization along the length
of the attachment line.

Solution of the two-dimensional Orr-Sommerfeld equation, with the velocity profile
determined from the boundary-layer equations for the attachment line, leads to a crit-
ical transition Reynolds number of 268 and. as shown by Hall, Malik and Poll [7]. inclu-
sion of nonparallel effects lowers this value to 236, which is in agreement with experi-
ment. The problem of performing calculations away from the attachment line involves the
solution of three-dimensional equations and is considered here in terms of a general
method for the determination of the onset of transition in the incompressible flows over
infinite swept wings.

The method is based on a combination of the interactive-boundary-layer and linear-
stability theories described in Sections 2 and 3. In the former case, the laminar
boundary-layer equations for an infinite swept wing are solved in an inverre mode with
the relationship between the inviscid and viscous flows expressed through the Hilbert
integral. The resulting velocity profiles are used in the solution of the stability
equation and, thereby, in the determination of tl.e amplification rates in the
en-method to provide the location of the onset of transition. The disturbance fre-
quency needed in the en-method and the manner in which it is obtained and used, are
considered in Section 3. The method is evaluated in relation to the experiments of
Arnal and Juillen [8] who reported measurements of the flow around a symmetric ONERA-D
wing equipped with a cambered leading edge and attached to a half-fuselage; the results
of the calculations are compared with the measurements in Section 4. The final section
of the paper provides a summary of the more important conclusions.

2.0 INTERACTIVE BOUNDARY-LAYER PROCEDURE

For a laminar incompressible flow over an infinite swept wing, the boundary-layer
equations are well known and can be written as
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au av
x+ =0 (3)

au q- ,v d~ a2u 5

u - + v d = dUe - + v (4)

ax ay ed ay 2
8w aw a2w

u-+v--u(5)

Usually these equations are solved subject to the boundary conditions

y = 0 u = v = w= 0 (6a)

y = 6, u = ue w = We (6b)

in which ue(x) is specified in the chordwise direction of the wing. The spanwise
velocity we is constant and obtained from the freestream velocity V. and the sweep
angle. The solution procedure is straightforward since the spanwise momentum equation
is decoupled from the streamwise momentum equation. The solution of Eqs. (3) and (4)
is essentially that of a two-dimensional flow problem and, once obtained, the second-
order spanwise momentum equation (5) can be solved easily.

The above procedure assumes that there is no flow separation since the solutions of
the boundary-layer equations are singular at separation when they are attempted for a
prescribed velocity distribution. To obtain the results of Section 4, we used the mea-
sured velocity distributions on the infinite swept wing of [8] as the external boundary
condition and found that the solutions of the boundary-layer equations broke down nar
the pressure peak due to flow separation so that it was not possible to continue beyond
the pressure peak. To circumvent this difficulty, it was necessary to make use of a
form of the interactive boundary-layer procedure developed initially for two-dimensional
flows [9] and subsequently for quasi-three-dimensional flows [10]. In this modified
procedure the boundary-layer equations were solved in an inverse mode with successive
sweeps over the wing surface. For each sweep, the external velocity ue was written
as the sum of the inviscid velocity uO(x) over the wing, which corresponded to the
experimental values, and a perturbation velocity 6ue(x), that is,

y = 6, ue(x) = u (x) + 6 ue(x) (7a)

with 6ue(x) computed from the Hilbert integral given by

xb do

6u 1 f d (U6*)
e Ta d e (ue aa

and the interaction confined between xa and xb. The second edge boundary condition
makes use of the irrotationality condition which, within the infinite swept wing approx-
imation, is

y = 6, w = we = w8 = const (7b)

with w8 again corresponding to the measurements.

The validity of assuming the inviscid velocity components u8 and ws to
correspond to the measured values was investigated by comparing the solutions obtained
with the standard method prior to breakdown and those with the inverse method. The
comparison showed differences only in the third decimal place. Even though the standard
method has indicated separation, those with the inverse methods did not after two
sweeps. This allowed us to conclude that the separation predicted by the standard
method must be marginal and that the predictions of the inverse method can be regarded
as equivalent to the real flow.

3.0 LINEAR STABILITY AND THE en-METHOD

For two-dimensional incompressible flows the calculation of the onset of transition
with the en-method makes use of solutions of the Orr-Sommerfeld equation

0iv _ 201 + 4V - iR(aiu - w)(V" - a2 ) + iRa5"O = 0 (8)

which is usually written in dimensionless form so that all velocities and lengths are
normalized by a reference velocity uO and length t, with the Reynolds number R
defined by R UoI/v. The radian frequency w and wave number a are made dimensionless
by dividing the dimensional quantities by uo/1 and I/%. respectively. Primes in Eq. (8)
denote differentiation with respect to a dimensionless distance y(Ey/9).

In the solution of Eq. (8). either temporal or spatial amplification theory can be
used. In the former case, the wave number a is real but w is complex (=r + i(Ji)" In
the spatial amplification theory, a is complex (Ear + iai) but w is real. In this :ase
the onset of transition requires the evaluation of the integral
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x
n = S - a.dx (9)1xo

X0

tor a set of specified dimensional frequencies a*. With the velocity profiles u and
their second derivatives u" obtained from the solution of the boundary-layer equations,
the solution of Eq. (8) reduces to an eigenvalue problem involving four scalar quanti-
ties cr, ai, R and (. The numerical procedure to solve this eigenvalue problem is des-
cribed in [11]. It is clear that the value of R is known at any streamwise station and
that the real and imaginary parts of wave number a provide two equations. Thus,
solutions can be obtained provided w is known.

With the velocity profiles known from the boundary-layer equations, the solution of
Eq, (8) begins at a Reynolds number. R, greater than its critical value. Rcr. on the
lower branch of the neutral stability curve. This provides the desired frequency which
allows the solution of the eigenvalue problem in which a is computed at the subsequent
Reynolds numbers. This leads to one of the amplification curves of Fig. 1. The process
is repeated to obtain amplification curves for different values of dimensional frequency
'*. As can be seen from Fig. 1, the envelope of the resulting curves corresponds to
the maximum amplification factors from which transition is obtained by assuming a value
of n, commonly taken to be between 8 and 9.

This envelope procedure is useful and con-
venient for two-dimensional attached flows but has

12 - limitations for more complicated flows such asF- -those with separation discussed in [12,13] and forkthe three-dimensional flows of this paper. A more
8 - general method would require the determination of

105/ the first dimensional frequency, referred to as
885 the critical frequency which achieves the pre-

4 - 759 determined amplification factor corresponding toI K 662 transition. For example, we observe on Fig. 1
____/___I that the amplification factor computed with w*

° 2 4 6 = 885 Hz has not achieved the desired amplifica-
tion factor (say n = 9) and that the appropriate
value of w* is between 662 and 759 and needs to

Fig. 1. Variation of the amplifi- be determined accurately.
cation factors with distance and
frequency for a flat-plate flow. For three-dimensional incompressible flows

the calculation of the onset of transition with
tae en-method makes use of the solutions of the Orr-Sommerfeld equation which now has
the form

iv - 2(a2 + 2 )(P" + (a2 + 02 ) - iR(ctui + ar - c)[4" - (c2 + a2 )0]

+ iR(cxFi" + O")P = 0 (10)

Here a and 0 denote the dimensionless wave numbers in the x- and z-directions and W the
radian frequency. In temporal amplification theory, the two wave numbers are real but
w is complex whereas in spatial amplification theory, a and 8 are complex and u is real.
The eigenvalue problem involves five scalars, a, 8, r, (i and R, in the temporal ampli-
fication theory and six scalars ar, ai, 0r, 8i, w and R. in the spatial amplification
theory. The solution of this problem is considerably more difficult than its counter-
part in two-dimensional flows.

As in two-dimensional flows, both temporal and spatial amplification theories are
used to compute transition with the en-method. In the COSAL code, for example, Malik
[14] used the eigenvalue procedure based on the temporal amplification theory and
assumed that the wave numbers a and 0 are related by the angle (P through

co = tan-1 (8/) (11)

which essentially reduces the eigenvalue iroblem to that of two-dimensional flows. With
4V assumed and the dimensional frequency (Ar specified, a and 8 represent one unknown from
Eq. (11) and, with R known and Cr specified, the second unknown is the growth rate
of the disturbance Gai. Once a solution for an assumed 4V is obtained, additional calcu-
lations for different values of 4) are made to maximize the temporal amplification
rate Ci and this process is repeated for other values of dimensional frequency * to
find the critical frequency that leads to the most amplified Ci. Mack used a spa-
tial amplification theory [15] and a different eigenvalue procedure in which he assumed
that the spanwise wave number 0 and frequency w were real and specified, thus allowing
the wave to grow only in the chordwise direction. The values of 8 were obtained from
the irrotationality condition applied to the complex wave number vector which, for an
infinite span-wing, requires that the dimensional spanwise wave number 0 remain con-
stant as the wave moves downstream. With these assumptions, the problem reduces to the
calculation of the complex chordwise wave number c at each chordwise position for the
specified dimensional values of 1 and Ca.

The eigenvalue procedure used here is based on spatial amplification theory and
differs from that of Mack in that the relationship between the two wave numbers a and
0 is not assumed but is computed from the requirement that 8a/a8 is real. As was
pointed out by Cebeci and Stewartson [16] and Nayfeh [17] and first implemented by
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Cebeci and Stewartson to predict transition on a rotating disk [16]. this procedure
requires that the eigenvalues a and 8 are obtained and the amplification rate r
is computed from

r = - i - ) , ] (12)

Additional calculations are then made for different values of (a=/80) which is related
to the disturbance angle (V through

40 = -tan-1 (LC).R (13)

in order to determine the maximum amplification rate r. In the spirit of the
en-method, the values of F(x) are then integrated to find the value of n for the
specified frequency. As for two-dimensional flows, this process is repeated for dif-
ferent dimensional frequencies to find the critical frequency that leads to the most
amplified amplification rate. In their use of this eigenvalue procedure for a rotating
disk. Cebeci and Stewartson fixed the direction of the disturbance angle 4, as computed
on the three-dimensional neutral stability curves and did not maximize it during the
calculations but, as we shall discuss later in this paper, F can vary considerably
with 4V and must be maximized.

It is plausible to assume that the en-method calculations for three-dimensional
flows should begin on a neutral curve and be used to compute the dimensional frequency
needed in the calculation of amplification rates as in two-dimensional flows. The pre-
cise definition or extension of a neutral stability curve for three-dimensional flows
has not, however, been formally discussed and used in the literature except in the work
of Cebeci and Stpwartson [16] who used spatial amplification theory to define this
curve, which they referred to as a zarf (lit. envelope (Turk)). as that on which dis-
turbances neither grow nor decay at large distances from the origin of the flow in any
direction. They showed that a and 8 have the properties

. _B3 0 aa = real (14)=i =  i fi O 88

and the zarf which, locally at least, coincides with that for temporal disturbances
defined by the requirement ui = 0 and such that over one side of its projection on the
.-Eplane. wi < 0 for all a. 6. while on the other side i > 0 for at least one pair of
values of a. 8. They recommended the use of the zarf for each w as the origin of tran-
sition calculations in three-dimensional flows and presented zarfs for a rotating disk
and for Blasius flow [18]: more recently, similar results have been produced for the
leading edge of a wing [191.

As we show later in the paper, the use of zarf can substantially reduce the effort
required to determine the "critical" frequency that leads to the most amplified ampli-
fication rates. In addition, they can be used to estimate eigenvalues which are other-
wise difficult to obtain.

4.0 RESULTS AND DISCUSSION

The procedure described in Sections 2 and 3 was used to determine the location of
the onset of transition on the infinite swept wing configuration investigated in the F2
wind tunnel at Le Fauga-Mauzac Center [8]. The numerical method used to solve the eigen-
value problem associated with Eq. (10) is described in [20]. The model was an ONERA D
airfoil, symmetric between x/c = 0.20 and x/c = 1 and equipped with a cambered leading
edge (Fig. 2a), so that the pressure distributions differed from those observed on the
classical ONERA D profile. The chord normal to the leading edge was 300 mm and the span
900 mm with zero angle of sweep. The wing and the half-fuselage were mounted on a turn-
table. The experimental arrangement is sketched on Fig. 2b. Three kinds of experiment
were performed so that pressure distribution measurements, wall visualizations by sub-
limation technique and hot-film measurements were obtained. Ten hot-films were glued
on the model, from 2.5 to 86 percent of chord, and recorded simultaneously for more than
one hundred combinations of the wind tunnel speed, angle of sweep and angle of attack.
The positionp of the hot-films are indicated on Fig. 2b and were chosen to avoid inter-
actions between probes. This was verified by comparing the transition positions
obtained by the hot-films records and by the wall visualization (in the absence of hot-
films): the results were similar. Three angles of sweep (4, = 49. 55 and 610) and four
angles of attack (a 0 0, -2, -4 and -8*) were studied and typical freestream velocity
distributions are plotted on Fig. 3; due to the presence of the cambered leading edge,
the curves exhibit a complex evolution in the negative pressure gradient region.

Before we report and examine the calculated and experimental results, it is useful
to discuss the procedure used to obtain the eigenvalues and to compute the dimensional
frequencies needed in the en-method. For given velocity profiles, the stability calc-
ulations began on the zarf where, with R known,. and ci, 8i zero, the eigenvalue problem
consisted of calculating ar, 8 r and 4. With the requirement that 8a/88 is real, the
eigenvalues were obtained with the procedure of [20]. The initial estimates required
in the calculation of the eigenvalues were obtained with the use of zarfs given in [19]
for the flow over the yawed wing with freestream velocity V, and sweep angle 'k,
where

UM = VM cosIA., we - V. sinX (15)
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Fig. 2. ONERA-D airfoil with a cambered Fig. 3. Typical measured velocity distribu-
leading-edge: experimental setup. tions (suction side).

Near the leading edge of the wing where ue = Ax. use was made of the similarity solu-
tions of the boundary-layer equations so that, with the definition of the Falkner-Skan
transformation

Ue= *- •=luUex f(x~n) (6

(16

and with primes denoting differentiation with respect to in, Eqs. (3) to (6) were

written as
(b) + ff,, _ (f7) 2 + 1 = 0 (17)

g + fg" = 0 (18)

n= 0• f = fV = g =g' = 0; rn 'e. f' 1.I g' = 1 (19)

where
f, UR~ g, -w

u w
e e

The length scale in Eq. (10) was chosen to correspond to /x/A and the characteris-
tic velocity uo to be we with R then defined as

R = () tanVu * Rx =- (20)

e x
Since the velocity profiles and w in Eq. (i0) are normalized with respect to the char-
acteristic velocity we.

- + eg 0-18

f'- = f'b, wg = ' (21)
We

where now b = Ue/We. With the definition of b, R can also be written as

R = (22)b

Figure 4 shows the zarfs near the leading edge of an infinite wing for differentvalues of b and that for b = 0. shown separately in Fig. 5. corresponds to the zarf for
the attachment line. Note from Fig. 5a that a is zero for all values of R less than
795 and that bifurcation for B. Fig. 5b, occurs at this Reynolds number and differsfrom its two-dimensional form as shown by the dashed line. As discussed in [19), iaI.
BR and .R approach a finite limit of 0.2025. 161.0 and 55.81 as R 2 0. Figure 6 shows
the variation of po and s at higher values of R and indicates good agreement between
the calculations and those predicted by asymptotic analysis.

Our eigenvalue procedure also makes use of the continuation method discussed in
(12.20] 0s that the velocity profiles u and w under consideration at R are defined by

u = Uref + q(u - uref). w = Wref + q(w - ref) (23)

where Uref and Wref denote reference profiles with a Reynolds number Rref and with
eigenvalues of aO  BO and cao- The parameter q is a sequence of specified numbers rang-
ing from 0 to 1 and it follows from Eq. (23) that the profiles u and w, with similar
expressions for u" and w" correspond to the reference profiles q = 0 and, for q = 1. to
those whose eigenvalues , B and ca are to be computed at a specified R.

In our eigenvalue procedure for computing the zarf near the leading edge of the
wing, we used the zarfs of Figure 4 and their velocity profiles to correspond to the
eigenvalues o f , and o and reference profiles in the continuation method. Thbs pro-
cess facilitated the calculation of the eigenvalues for the zarfs at corresponding
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x-locations on the wing and sometimes, with the choice of small increments in q. allowed
the calculation of a. 8 and . on the zarf.

Once a zarf was computed at a specified R. the calculation of the zarf at the next
Reynolds number made use of the continuation method again and the profiles of the previ-
ous station and their eigenvalues were assumed to correspond to the reference eigen-
values and profiles. Figure 7a shows the variation of zarf w along the leading edge
of the wing for . 49*. V, = 60 ms-1 and 85 ms-1 at a = 0* and in Fig. 7b its variation
for X = 49 ° . V. = 60 ms -1 . at a = -2° . As can be seen, the lower branch of the c-zarf
is negative with relatively flat values of u away from the leading edge whereas W
undergoes a very rapid variation near x/c = 0.04 and 0.05. Figures 8 and 9 show that
w becomes positive and increases rapidly around x/c = 0.04 for a = 0, VW = 60 ms- 1. and
around x/c = 0.05 for a = -20, V. = 85 ms-1. This behavior of 6) near the leading edge
is very important since the en-method requires the calculation of the frequency which
leads to the most amplified amplification rate r. An accurate calculation of this
frequency and its location is crucial to the accuracy of the transition location.

0.02 0.02-

C0.00 o. 0.1 aI 0.2 , w 0.2I

-0.02 
-0.02

-0.04. -0.04

-0.06[ _ 6 -0.06V_60I

-0.08-0.06

(a) X 490 . V = 60 ms- 1 , 85 ms- 1. a = 01. ) = 490 V. = 60 ms-1. a v 2° .

Fig. 7. Variation of ( on zarf near the leading edge.

020

0.16

006

001O O6..-0. 0.12-

0.04 .

W, 0.086 4

002 -

4 0.04

0 2
001 02 0 0.0% 006 0.07 0,06.IC 0E

0.01 0.02 003 0.04 0.06b 0.0 0.06

-0.02 ~-0.04-11
-0041-.8

Fig. 8. Variation of c. on zarf very Fig. 9. Variation of w on zarf very close
close to the leading edge for a = 00, to the leading edge for a = -2*, V~o
V= 60 ms- 1. 85 ms-1.

Once the eigenvalues of the zarf have been computed at a specified x/c-location. we
proceed to the next x/c-station in order to solve the eigenvalue problem for a and 8 for
specified dimensional u determined on the zarf with the requirement that aa/a8 is real
and is given by its value at the previous x/c-location, which amounts to specifying the
disturbance angle 4). The computed values of a and 8 are used to calculate the amplifi-
cation rate F according to Eq. (12) and we then assume different values of 0 and repeat
the eigenvalue procedure for a and 8 to find the value of 0 for which r is max-
imum. Once it has been determined , we proceed to the next x/c-station and compute new
values of a, 8 to determine r and repeat the procedure to obtain its maximum value.

Our calculations for the experimental arrangement of [8] indicated that it was
important to vary 0 in order to maximize the amplification rate r and that failure
to specify the direction of the disturbance at the zarf, produced unacceptable results.

The above procedure is for one value of frequency w chosen at a certain x/c-loca-
tion. As in two-dimensional flows, it is repeated for different values of (a computed
for a zarf at different x/c-locations. Since the frequency near the leading edge of the
wing varies drastically, it is important to choose these x/c-locations carefully. Fig-
ures 8 and 10 show the computed frequencies and the resulting amplification rates P
for four different frequencies for k = 490 . a = 0, V. = 60 ms - . As can be seen, the
computed amplification rates originate almost at the same x/c-location and amplify dif-
ferently depending on the choice of the frequency and may give different predictions of
transition. Figures 9 and 11 show a similar behavior for X = 490, a = -2 ° . V. = 85 ms - I

and indicate clearly that the amplification rates computed with frequencies denoted by
1 and 4 lead to results which are substantially different from those computed with
others.

The accuracy of the above procedure for computing transition was investigated for
eight cases of which. ,ix were for a sweep angle X = 490 and two were for ' = 550.
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Calculated and experimental results are summarized in Table 1. where xo/c corresponds
to the location of the critical frequency (cr. As can be seen. the predictions
of the en-method with n = 8 are generally in agreement with the experimental data.
Examination of the streamwise and cross-flow velocity profiles of Fig. 12 for different
speeds, angles of attack and sweep angle indicates, as expected, that the streamwise
velocity profiles remain essentially the same but the cross-flow velocity profiles
undergo drastic changes. It is interesting to note from Fig. 12a. for example, that the
velocity profile that leads to the critical frequency at (xo/c) = 0.0375 is between
the velocity profiles at x/c = 0.025 and 0.05 which resemble those at x/c = 0.08. yet
does not lead to a critical frequency. The reason for this behavior is the rapid vari-
ation of the frequency with Reynolds number as discussed before. Transition in this
case occurs after the cross-flow velocity profile develops a flow reversal which starts
around x/c = 0.26.

The results shown in Fig. 12b which are for X = 49 . a = -20, show the effect of
speed on the velocity profiles and that the location of the velocity profile that leads
to critical frequencies of 2000 Hz and 3000 Hz are almost the same for each speed. on
the other hand, for V0 = 60 ms-1 . transition takes place after the velocity profile
develops considerable flow reversal. For V, = 85 ms-1 . however, transition takes place
almost without flow reversal in the cross-flow velocity profile. With decreasing angle
of attack, a = -40. the location of the velocity profile that leads to a critical
frequency of 4000 Hz is only one percent different than the case for a = -20, but
with a frequency twice the value of a = -2*. Furthermore, transition in this case
takes place without the flow reversal in the cross-flow velocity profile, as shown in
Fig. 12c and unlike those for a = 0 and -20.

Table 1. Comparison of Calculated and Experimental Results

(x/c)tr

a Vooms- I  xo/c 0r Exp Computed

= 49*

0 60 0.0375 0.03505 (2500 Hz) 0.25 < 2 < 0.30 0.295c

0 85 0.0335 0.02567 (3000 Hz) 0.15 < 2 < 0.20 0.225
c

-2 60 0.046 0.03296 (2000 Hz) 0.27 < ! < 0.31 0.31
c

-2 85 0.0445 0.02995 (3000 Hz) 0.20 < X < 0.25 0.22
c

-4 60 0.0565 0.07696 (4000 Hz) 0.25 < X < 0.27 0.25c

-4 85 0.0520 0.06094 (5500 Hz) 0.15 0.19

550

-2 60 0.053 0.04908 (3000 Hz) 0.225 < X < 0.30 0.26
c

-2 85 0.047 0.05461 (5500 Hz) 0.15 < 2 < 0.20 0.19
c
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The results in Fig. 12d show the effect of sweep on the behavior of the velocity
profiles. Comparison between the velocity profiles for the same speed, Fig. 12b, indi-
cates that the sweep angle reduces the flow reversal in the cross-flow velocity profile
and that the transition for X = 550 takes place with a cross-flow velocity profile
which displays almost no reversal.

Figures 13 and 14 show predictions of the present method and those of the COSAL code
[14] for two cases corresponding to k = 49°, V, = 60 ms- 1 and at a = 0* and -2, respec-
tively. With a critical frequency of 2500 Hz located at xo/c = 0.045 and a value of
n = 6.7, transition for a = 0* was predicted by the COSAL code at x/c = 0.27 which
cumpares well with the result of the present method which, for the same critical fre-
quency at xo/c = 0.0375, predicted transition at x/c = 0.295 for n = 8. The value of
n used with the COSAL code was necessary since calculations beyond x/c = 0.27 did not
converge with higher values. Figures 13a and 13b show that the variations of n and the
direction of the wave propagation angle (V computed by both methods are in excellent
agreement with each other. For the case of a = -20. and a critical frequency of 2500
Hz located around xo/c = u.07, the COSAL code suggested Lfansition at x/c = 0.32 fur
n = 8 which is again close to the predictions of the present method which computed
transition at x/c = 0.31 for the same value of n but for a critical frequency of 2000
Hz located at xo/c = 0.046. Figures 14a and 14b show the variations of n and 4,
respectively, and lead to conclusions similar to those drawn in relation to Fig. 13.

In contrast to the present method which computes the magnitude and the location of
the critical frequency on the zarf, the COSAL code assumes the magnitude and the loca-
tion of the frequency. Figure 15 shows the computed values of n for I = 490, V,
= 60 ms-1 , a = 0* and for frequencies ranging from 0.5 Hz to 4000 Hz originated at
different locations near the leading edge of the wing. As can be seen, it is necessary
to consider a wide range of frequencies as well as their origin, xo/c, in order to
find the appropriate value for transition.

It should be noted that the calculations which originated at xo/c = 0.037 yield
the best agreement with experimental data and those originated at Xo/c = 0.05 and
0.11 do not lead to amplification rates that correspond to transition according to the
en method with n = 8. These results confirm that the location as well as the magni-
tude of the critical frequency in the en method are important for an accurate appli-
cation of the en-method.

6 -60

5 50-

4 40
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3 30

2 20

1 10

(a) o 0.05 0.10 o1 0.20 0.25 o.30 (b) W .0 0.10 0.16 0.3 0.2 0.3

Fig. 13. Comparison of the amplification factors and wave propagation angle of the
present method (solid line) with those of the COSAL code at two frequencies 0(2500 Hz)
x(3000 Hz) for \ = 490, V, = 60 ms- 1 , a = 00.
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Fig. 14. comparison of the amplification factors and wave propagation angle of the
present (solid line) with those of the COSAL code at two frequencies 0(2000 Hz) x
(2500 Hz) for X - 490, V. - 60 ms - 1, a - -20.
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The present method can also allow the relationship between the wave numbers a and
1 to be assumed rather than determined. Figures 16 and 17 show variations of n and
0 for X = 49o, d = -4 °

, V. = 60 ms-1  and 'k = 550. a = -20 and V. = 85 ms-1 . respec-
tively, obtained with the wave propagation angle 0 computed subject to the conditions
that 8.L/80 is real, which implies that * is given by Eq. (13). and that it is
determined from the components of the inviscid velocity, that is.

we
0 = tan -  ( -) (24)

e

so that an we (25)

ao ue

The assumed relationship. Eq. (24). simplifies considerably the computational effort
and provides results which are in relatively good agreement with those obtained with
* determined according to Eq. (13). In Figs. 16 and 17. transition is predicted at
x/c = 0.254. 0.194 according to Eq. (13) and at x/c = 0.274 and 0.198 according to Eq.
(24). The corresponding distributions of 0 imply a need for caution in the use of an
assumed relationship between a and 8 and reference to Fig. 12c and 12d suggests
that the discrepancies are associated with the tendency for the crossflow velocity
profiles to develop reversals close to the wall.

5.0 CONCLUSIONS

A method, based on a combination of interactive boundary-layer and linear-stability
theories has been developed and evaluated for the calculation of the three-dimensional
flows on infinite swept wings. Emphasis has been placed on the calculation of the
onset of transition as influenced by Reynolds number and sweep angle. The stability
approach is based on spatial amplification theory with the eigenvalue procedure

/ 10 /
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Fig. 16. Comparison between the amplification factors computed by the present method
(solid lines) and those in which the wave propagation is determined from the inviscid
flow direction.
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Fig. 17. Comparison between the wave propagation angle computed by the present method
(solid lines) and those (symbols) in which wave propagation is determined from the
inviscid flow direction.

formulated so that the relationship between the two wave numbers is determined as part
of the computational method. The usefulness of the neutral stability curves (zarfs)
for the critical frequency and its location needed in the en-method has been clearly
demonstrated for three-dimensional flows. In particular, the critical frequency occurs
very close to the leading edge of the wing, at least in the present cases, and the zarfs
facilitate their correct calculation and avoid uncertainties associated with the choice
of magnitude and location of the critical frequency. The predicted locations of transi-
tion are shown to be in close agreement with measurements for sweep angles of \ = 490
and 550, for angles of attack of a = 0*. -20 and -4°, and for speeds V. = 60 ms-1  and
85 ms- .
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NUMERICALLY DETERMINED TRANSITION
IN SEPARATED INTERNAL FLOW
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SUMMARY

The oscillating axisymmetric flow in a conically tapered tube has been studied experimentally and
by numerical analysis. The investigation of transition to turbulence has been concerned with the
position in the tube and the phase at which turbulence occurs for different flow parameters. Numerical
computation with an inherently unstable explicit finite-difference scheme exhibits breakdown at a phase
of the oscillation which can be made independent of the numerical parameters. In this condition it is
found that numerical breakdown and observed transition occur at the same phase.

The computation treats an axisymmetric flow and so cannot model the detail of the three-dimensional
turbulent motions.

1 . INTRODUCTION

The flow studied was sinusoidally oscillating water flow in a conical tube joined at each end to
cylindrical tubes which were long enough to produce no end effects in the tapered tube. Figure 1 shows
the cross-section of the tube and the sign convention. We shall only be concerned with flow from the
narrow end towards the wide end of the taper. This is called reversed flow because the application of
the original work was to blood flow in arteries which have narrowing away from the heart. The flow was
started from rest in the direction towards the wide end. We have shown that the characteristic
parameters are Pe product of peak Reynolds number and the taper semi-angle, ReE), and the frequency
parameter a = /V : d is the narrow end diameter, w is the angular frequency and v the kinematic
voscosity of the fluid. When Re) is large enough, the flow approaches separation during which time a
jet like velocity profile develops in the tube. If there is sufficient time in the cycle the jet
develops a ring vortex at its head and the flow separates from the wall. Laminar flows have been
determined by numerical solution of the Navier-Stokes equations and agreement with the observed flows
was obtained. At higher Reynolds numbers the flow goes turbulent.

The philosophy on which the method is based is that when a laminar flow is reasonably modelled by a
numerical solution for a given set of boundary conditions one should expect something to happen to the
computed flow when the real flow goes turbulent. This idea seems more plausible when one considers that
the large scales of turbulent motion bear a strong resemblance to laminar oscillations at lower Reynolds
numbers. Such intrinsic laminar oscillations occur in separated flows which display extended almost
stable oscillations before transition to turbulence takes place. The axisymmetry of the solution
constrains any numerically determined turbulence to be essentially two-dimensional which thus cannot
model the three dimensional nature of real turbulence.

2. FLOW IN CYLINDRICAL TUBES

The analysis of flow in cylindrical tubes of circular cross section has been thoroughly trzated,
for example, by Womersley (1) and the mathematics of this is relatively simple. Far from the ends of
the tube the pressure gradient balances the fluid acceleration and the skin friction stress at the
walls. The theory is linear and so velocity components determined at different frequencies can be
simply added together to find the solution for a composite waveform. The distribution of velocity
across the radius, r, of the tube depends only on the frequency parameter a. When the value of a is
small the flow is quasi-steady and the distribution of velocity across the diameter (the velocity
profile) approximates to the steady Poiseuille flow which has a parabolic velocity profile. This holds
for a less than about 2. At high a (. 8) the velocity profiles have a double hump with a flat
distribution in the centre of the tube as shown in figure 2. If the flow is produced by an oscillating
piston the centre portion moves in phase with the piston and an oscillating boundary layer next to the
walls leads the phase of the piston motion; The flow at the walls reverses before that at the centre.

3. FLOW IN TAPERED TUBES

In a tapered tube convection moves the fluid to a region of different frequency parameter (a is
proportional to diameter) and therefore the speed of the flow is important as well as the frequency.
This means that the non-dimensional Reynolds number (- cross sectional mean speed x diameter/v) enters
as a characteristic parameter as well as a. The equations of flow are no longer linear even at
positions far from the ends and except in special cases a numerical solution of the equations is in
general the only way to calculate the flow. When the flow is steady and directed towards the narrow
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end, analytical treatment is possible as shown by Eagles (2). When, however, the flow is reversed it is
more complicated and is much more interesting fluid dynamically.

Steady reversed flow in a tapered tube will separate if the Reynolds number or the taper semi-angle
is large enough. Approaching separation the velocity profiles are like those of a jet in an unbounded
fluid. Figure 3 shows streamlines and velocity profiles in this case. The experiments which we have
made on oscillating flow will be described in the next section, figure 4, however, is presented first
because it is the oscillating flow counterpart of figure 3. In these photographs the flow is made
visible by electrolytically producing dyed fluid at a wire spanning the diameter of the tube. The
working fluid here is a solution of thymol-blue pH indicator. In figure 4a the dye from the wire is
seen swept by the reversed flow. The jet like velocity profile, shown by the dye envelope, is clearly
visible. The thrust of the head of the dyed jet is spectacularly at a speed in excess of the mean
flow. Separation is on the point of occurring: The dye at the bottom of the photograph is moving to
the right. The jet of fluid forms a ring vortex at its head at the same time or soon after separation
takes place. The developed vortex is seen in figure 4b in which dye motion to the right at the wall is
seen to be more developed.

Our experiments and numerical analysis show that in the range of parameters so far studied the peak
reversed flow Reynolds number is the relevant parameter independently of any added steady flow
component. The Reynolds number only influences the flow through the product ReG in the tube of small
taper studied here. The only non-dimensional parameters of significance are thus ReO and a.

4. EXPERIMENTS

A sinusoidally oscillating flow was produced in the water in the conical tube by a piston driven
from an electric motor via a Scotch Yoke system. The results to be presented were obtained only for
flow started from rest at wt = 180" with no mean flow. In flow started from rest an alternative to the
electrolytic method was found to be better for the visualisation of the jet and the vortex. In this
method dye was injected into the cylindrical tube at the narrow end of the tapered tube whilst the flow
was in the forward direction and after the piston was stopped at the wt = 180' position. After the
disturbances due to dye injection had dissipated the flow was started from rest in the reversed flow
direction. In the experiments conducted in this geometry, at the low valves of a used, the following
cycles wer- f'-und to be the same as the first. This needs some explanation. The value of a at the
narrow end of the tube, which is the value quoted in what follows, is less than about 3 and the
development of the jet and vortex is determined by the conditions at separation which moves to a
position close to the entrance. The flow is quasi-steady and so independent of past history at low
values of a. The manner in which the flow develops is shown in figure 5 produced from numerical
analysis. This figure shows the instantaneous streamlines at three values of the phase. This flow was
called flow C and its position in figure 6 is indicated by this letter. This flow has separation but no
vortex was observed. Separation of the flow is initiated well down the tube but once separation occurs
the point of separation moves rapidly towards the narrow end. Reattachment of the flow moves out of the
tapered tube at the wide end.

The experiments reveal that the flow has a series of regimes which depend on the characteristic
values which are the peak reversed flow Reynolds number, Re, and a at the narrow end of the tube.
Figure 6 shows the regimes of the flow which depend principally on the Reynolds number. At low Re the
flow is attached; as Re increases the flow separates and forms a jet; at still higher Re the jet
exhibits a ring vortex at its head; at higher Re, the vortex and jet become turbulent; at the highest Re
the transition to turbulence of the jet entrains enough fluid to suck the jet back onto the wall
(turbulent reattachment takes place) and the whole reversed flow becomes undirectional and turbulent.
The dependence on a is weak but the value of a must lie in the transition range of 2 to 8 in the whole
tube for the vortex production to occur. The transition to turbulence takes different forms depending
on the Reynolds number. At low Reynolds number, the head of the vortex goes turbulent first; small
scale eddying motions are seen and the motion of the vortex departs from the axial direction. At higher
Reynolds number the jet goes turbulent before the vortex. Figure 7 shows a late stage in the
development of a flow in which the jet goes turbulent; this was called flow 5 and is indicated on
figure 6. In this flow turbulence starts in the jet following the vortex which is seen as waves in the
dye at the bottom of the jet. Below the photograph in figure 7 are computed time-lines obtained with
different values of the axial mesh length as indicated in Table t. The agreement between computation
and observation is better for the larger values of the time step (smaller values of t). On the right
hand side of the photograph a waviness is apparent and this is the first signs of transition to
turbulence. The growing wave is reproduced, in position and speed, in the computing at the larger time
step values. We are able to compute the position and phase of vortex appearance for the different flow
conditions, as shown in Table 2.

5. NUMERICAL ANALYSIS

The flow in tapered tubes is computed from an explicit central finite difference method of solution
of the vorticity equation. The vorticity and the stream function were obtained and from the stream
function the velocity field was determined. The method of solution is described by Savvides & Gerrard
(4). From the velocity, time-lines are calculated and their positions plotted by computer graphics.
These serve to compare with experimentally produced time-lines.

The geometry considered in the numerical analysis consisted of a tapered tube with abrupt
transitions to cylindrical tubes at each end. It was ensured that the cylindrical tubes were of



sufficient le-ngth. In this condition the flow at the outer ends of the cylindrical tubes is parallel to
the axis and at the end of each cylindrical section the values on the boundary radius were equated to
the values at the same radial position on the penultimate mesh line. The computed flow in the conical
tube had no upstream influence on the flow in the cylindrical tube. In the first computations (the
bsic model, (ii) of Tatle I) the mesh lengths were chosen to fit the tapered tube so that the wall
oAsse through mesh intersections as well as the axis of the tube being a mesh line. In all the results
to be presented the minimum radius contained 10 mesh lengths and the maximum radius 40 mesh lengths.
variation of these showed that the values were sdtisfactory. In later numerical work the numerical
scheme was improved to allow non-coincidence of the mesh intersections and the wall. The programme was
also vertried tc run on the Cyber 205 vectc- processor. The non-vectorisation of the determination of
the tme lines meant that programmes with small time steps and mesh lengths were still expensive in
computing time. The time lines required 400 points on each initially radial time line in order to
reprodiuce their later convoluted form.

T' solu'thi' of th. flo,.- equations away from the wall nc- alfected by the non-coincidence of
mesh intersections with the wall which only affects the determination of the wall vorticity from
extrapolation from the field points. The equation used to determine the boundary vorticity, n B, is

k
24 (+ - B n+(4- 3- cos 6)

8k 2(8- - cos 0) (8- 5 k cos e)
R

.here R is the radius of the section at B and k is es shown in figure 8. The computational -,heme was
adapted so that when calculating n and at the next time step at points within the flow at points
close to the wall such as C in the figure, the value E (= length BC) is used instead of g on the wall
side of the point.

The explicit finite-difference method used here and published by the author in 1971 (3) suffers
from what is generally considered to be the disadvantage that it is inherently unstable. Stability has
been increased by using the time-splitting algorithm; the vorticity value adopted at the end of each
time step is the average of the computed value and that value obtained by linear extrapolation in time
from the values at the lAsi Leo time steps.

6. NUMERICAL BREAKDOWN

Numerical breakdown follows the growth of the amplitude of the velocity undulations in the tube
flow in and following the head of the vortex. The undulations increase in size exponentially at first
as indicated in figures 9a and b for the non-dimensional velocity on the tube axis. This non-
dimensional speed is a sinusoid of amplitude unity when the velocity profile is parabolic. In the later
stages the amplitude of the undulations changes; a spike with a positive and smaller negative excursion
appears behind the head of the waveform. In the final stage the positive spike grows to values (10140)

w~ich cause computational breakdown. In the present solution the stability is characterised by
z-t where z = Az/d (Az is the axial mesh length and d is the smallest diameter of the tapered tube) and
t = 10 3T/At (T is the period of the oscillation and At is is the timl step). When this parameter is
large the computation breaks down at a phase which is independent of z t, as shown in figure 10. At
these larger z t values the computational breakdown corresponds in vortex position and phase with the
observed transition to turculence. Figure 11 shows the phase (wt) of appearance and disappearance of
the vortices for laminar and turbulent vortices and also for 3 cases of turbulent reattachment. The
ordinate in the figure is chosen so that the points collapse onto smooth curves. The suffix z on m and
Re signifies values at the z position of vortex appearance. The open symbols show the observations and
solid symbols the results of numerical analysis. Laminar vortices disappear at the end of the cycle;
Transition to turbulence annihilates the vortex sooner in the cycle. similar but more complicated
results were obtained for the positions of vortex appearance and disappearance. These results are
summarised in table 2.

Table 2 shows the positino. in the tapered tube of length 600 mm at which vortices are formed and
where they disappear due either to the end of the cycle being reached or due to turbulent breakdown.
The phases of appearance and disappearance are also shown. All of these determinations were made with
the basic programme. -. agreement between the observed and numerically produced values is seen to be
good with the exception of the positions in the flow showing turbulent reattachment.

The results presented were obtained by applying equal weighting at each time step to the two
vorticity values in the time-splitting algorithm used in the average to pass on to the next time. The
vorticities involved are that calculated and that linearly extrapolated from the previous two time
steps. When more weight is given to the first value (even upto weights of 0.993, 0.007) little
difference is seen in the velocity values or in the phase of breakdown provided z

3
t is large enough.

The plateau of the graph in figure 10 begins at higher values of z3 t the lower the weight given to the
extrapolated value in the time-splitting.

Whilst it may seem reasonable to expect the flow which goes turbulent to be associated with

computations which exhibit breakdown, there seems no a priori reason why this should happen at the same
phase of the motion because the detail of the transition cannot be modelled. The observed ic'-ement
could indicate that the physical mechanism is essentially axisymmetric in these flows.

There is some latitude in the criterion one applies to indicate breakdown. One could for example
judge the computed flow to be turbulent as soon as nonlinear growth and spike formation appears. This
reduces the breakdown phase by as much as 30" in some cases.
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7. CONCLUSIONS

Experiments have shown that in flow towards the wider end of a conical tube the flow forms a jet-
like profile, separates and develops a ring vortex when the Reynolds number exceeds a critical value.
The ring vortex and transition to turbulence have been studied in sinusoidally oscillating flow started
from rest. Numerical computation has been performed on this oscillating flow using an explicit finite-
difference scheme which is inherently unstable. This instability leads to breakdown of the
computation. It has been found that for sufficiently small time step and axial mesh length the
breakdown is independent of the numerical parameters. In this condition the numerical breakdown
predicts the phase of the observed transition to turbulence.

REFERENCES

1. Womersley, J.R. 1955 Oscillatory motion of a viscous fluid in a thin walled elastic tube. Phil.
Mag. 46, p199.

2. Eagles P.M. 1982 Steady flow in A locally exponential tube. Proc. Roy. Soc. A 383, p231.
3. Gerrard, J.H. 1971 The stability of unsteady axisymmetric pipe flow close to a piston. Part I

Numerical Analysis. J. Fluid Mech. 50, p625.
4. Savvides, C.N. & Gerrard J.H. 1984 Numerical analysis of the flow through a corrugated tube with

application to asterial prostheses. J. Fluid Mech. 138, & 129.



18-5

30 ~ FLOW- -

080 k-0 300*eere

wt

19.05-

4.72-, L__ __ Fig. 2. Velocity distributinars

-7 o 6 5675S4.-cylindrical tube at the maximum
of~ a sinusoidally oscillating

5703 5 flow with o(= 2 and 8.

Fig. 1. Conical section: Dimensions and sign convention.

Fig. 3. Velocity profiels and streamlines in a steady flow in an
expanding tube in which there is flow separation.

Fig. 4. Flow visualisation by dye produced electrolytically at a

wire. a= 1.54, Re = 1116
(a) wt =245' (b) wt =251*



18-6

Wt0

333-1

360 _ -__ _ _ _

100 Zrn 200

Fig. 5. Computed instantaneous streamlines of flow C.
a 3.10, Re =436.

-100

8- eRe

og R(2 0-50
0

7 o
0

0-

g25
0-~ (15

5 
5

0 C.

Xi4 6. Rein10osiltr evre lw
Codtoso lw ,5adCaeidctd

+ +

i. 6. Rei Cofatonilatoryhreverebdar regow.



18-7

(VJ

F'ig. 7. Flow visualisation of the vortex in a tapered tube by dye
injected into the cylindrical end tube and comparison with

time lines produced by numerical analysis.

a = 1.85, Re =932, wt =279%

t Ac/Ar 93 t

Pilte .. ~/a 100010 of
tim. .%.P.
Par cY.I.

£ 2 20 to 160

11 2 40 t0 320

Tabie 1. ji 112 t0 10 5

Neen 2enetha and ti. to.rff. 1v 2 160 60 1290

1 160 20 160

V1 112 160 10 20

vii 0 320 60 2560

viii 1 320 20 320

1K 1/3 320 6 11.8

At - exOtl "On lenath.

ar . constant radi sa? lenath t /20 narrow and dieAMter. 6

A t . tie.s Stapp t - period
1000 At



18-8

Table 2
The Poition and 5.. 0? .0pearano. and diaaVDearance of ht. vortex

by *xpflltent and by nuVafioal Snalysi.

App-atano. Dt..ppar&no.

x wt x wt

Xxp. N.A. Xxp. N.A. Exp. N.A. Exp. A.

233 265 334 333 293 280 360 355

LaIf- flow 210 200 335 336 246 239 360 360

183 193 330 328 214 230 360 360

225 225 296 296 296 300 355 360

Turbulent flow 336 362 245 243 612 625 262 263

253 237 247 262 385. 610 281. 285

272 280 232 230 383 396 250 250

1u-bulent 270 160 211 206 395 610 232 236

x - a from he narrow lnd of the taer-d tub..

a low of flgur. E .

i0

280 0

'It

Fig. 10. 2e ee

The phase of numerical breakdown as a
function of the computational parameters.
z = z/d and t = 10

-3
, period/At. 240

'20-

200
0 1 log. (zt) 2 3

r r - r . I I I

+ t236.9
9a. Exponential increase of

5- :8 I

the velocity at the vortex head. 9b. Chaotic development

I inmmediately prior to breakdown.

4 6

+

+

ILI

2 + ,'

225=o t + I
+

oOC.-' I
22

7 21 .. t20-
205

200I I I L
0 200 400 60 0 200 400 600

mm clong tcaere d tube mm lo g tcpered tube

Fig. 9. Non-dimensional velocity on the tube axis at times
approaching break down. The tapered tube extends over 600mm.

.......... Maximum velocity increasing exponentially with time

plotted at the positions of the maximum in 9a and the same
curve repeated in 9b.



18-9

20 i I I I

2

O( 
z

16 Re. sin wt

12-

A Al

5

Of

C I I I I I t

180 240 t* 300 360

Fri. U The phase of the eppesrance end diseiPearafnCe of the vort.. a.

a functlon of the reduced Strouhal number at the time acd
rosItion of vorte appearance.

Open S:ymola eoperimentel; olid yimbol numeical analytls.

The Conditions of figure 1 and flow A .re marked.



19-1

RESOLUTION NUMERIQUE D'ECOULEMENTS TRIDIMENSIONNELS
INSTATIONNAIRES:

APPLICATION A DES PROBLEMES DINSTABILITE.

J.B. CAZALBOU (+), P. CHASSAING (* +), H. HA MINH()

(+) Laboratoire de M~caniquc des Fluides de l'E.N.S.I.C.A.

49 Avenue L~on Blum, 31056 TOULOUSE CEDEX (FRANCE)

()Institut de Mftanique des Fluides de Toulouse, UA CNRS 0005, INPT

Avenue du Professeur Camille Soula, 31400 TOULOUSE (FRANCE)

SUMMARY.

This study is devoted to the presentation of a numerical code solving the complete three-dimensional unsteady flows. The code

is then applied to several flows presenting three-dimensionnal instabilities. The unsteady 3-D Navier-Stokes equations, in velocity-
pressure formulation, without or with heat transfers according to the Boussinesq approximation, are integrated by a semi-implicit finite

volume method using staggered meshs. Four flow applications are given in this paper: i) Purely convective flow in 3-D driven cavity;

ii) Mixed convective flow, with thermal aspects; iii) Natural convection flow in 3-D square cavity; and iv) Rayleigh-Benard instability

in "small boxes". Using 2-D3 result comparison, the last part of this study attemps to isolate the specific 3-D effects and explains the

influence of three-dimensional flow structures.

I - INTRODUCTION

On assiste actuellement A 1'6mergence de nouveaux outils dans la pratique de l'a6rodynamique en milieu industriel. 11

s'agit de codes de calcul bases sur la resolution des equations de Navier-Stokes moyenn~es munies des schemas de fermeture A
diff~rents niveaux, qui constituent des modeles certes tr~s sophistiqu~s mais qui achoppent toujours sur 'e probl~me de la transition

laminaire-turbulente. La presence de cette dernire est en effet toujours imposee a priori ou forc~e selon des criteres empiriques, ceci

independamment de la mod~lisation de turbulence retenue.

A un moment ou lon constate un regain d'int~r~t pour le contr6le de la laminarite - actif et passif - l'interet de disposer

de mod~les de turbulence capables de prendre en compte les effets de transition est evident. Ceci 6tant, ii convient de reconnaitre que les

difficultes A 6tablir de tels mod~les tiennent en grande pantic A une connaissance insuffisante des mecanismes mis en jeu. Ceci est doi A la

complexitd d'un phenomene ou coexistent des echelles temporelles trts vari~es.

A Ilheure actuelle, il nexiste pas de th~orie unitaire concernant Ia transition lamidnaire-turbulente, meme pour une seule

configuration geomeitique dornee. Scion les Wdes les plus r~centes, la transition peut etre le rdsultat de la pridsence simultanc de deux

frdluences caracteristiques non commensurables du phenomene physique (BERGE, POMMEAU, /1/). L'interaction de ces frequences

et de leurs harmoniques constitue le ddbut du remplissage spectral conduisant progressivement vers une turbulence forte caract~ris~c

par un spectre continu. Prenons par exemple, letcoulement autour d'un cylindre de section circulaire, A nombre de Reynolds modere.

11 a 6t6 reconnu, experimentalement (TANEDA M2/ et num~riquemrent (MARTINEZ /3/cet BRAZA /4/) que la prerm~e bifurcation des

6quations de Navier-Stokes concernant cet 6coulement se produit vers un nombre de Reynolds voisin de 40 conduisant d'un

ecoulement stationnaire symetrique A un ecoulement instationnaire (periodique) asymmetrique A tourbillons altemeis. Si ce permier

changement de regime est relativemnent simple A identifier, la prochaine "bifurcation" est dejA plus delicate A mettre en tvidence.

Suivant les conditions expdrimentales, on constate que le nouveau changement peut provenir de plusieurs origines

differentes: soit une "tridimensionnalisation" des rouleaux tourbillonnaires (TRITTON /5/), soit une interaction zone de m~lange-

sillage alternt (BRAZA-CI-ASSAING-HA MINH /6/, et KOURTA-BOISSON-CHASSAING-HA MINHn//) S'il nest pas possible,

A Iheure actuelle, de se prononcer clairement sur l'av~nement premier de ces deux m~canismes, ii est dvident que la

tridimensionnalisation ne pourra 8tre r~vdl&e qu'A travers une resolution compl~te des equations de Navier-Stokes en situation

instationnaire.



11 en d~coule un double objectif pour le travail prdsentd ici d'une part, examiner les prob1~mes spicifiques au

ddveloppement d'un code tridimensionnel, et d'autre part d'dtudier les diffdrents r~gimes observables dans les instabilit~s de Rayleigh-

Bdnard en "petites boites". Cette configuration 6tant choisie du fait de son faible nombre de degr~s de Iibert6 qui permet de suivre

facilement les diff~rentes &tapes du processus de d~stabilisation de 1&doulement.

II -LE CODE DE CALCUL

Le code de calcul d~velopp6 ici est destin6 A traiter les dcoulements tridimensionnels instationnaires de fluide Newtonien

avec ou sans transfert thermiique et en situation isovolume.

En ce qui concerne ce dernier point ii convient de s'assurer ]a validit6 de I'hypoth~se de Boussinesq pour les cas

d'&oulement avec transfert thermique.

Les 6quations du mouvement sont prises sous les deux formes suivantes scion le cas trait6:

au.1. 
1

-4. u =.-- + axa (2)
0)t kax k ax Re axk axk MI

au k u
axau.

+ u: = -- + P,+ RaPre(3) (11)
ax ax. t ax kaxk

x k~ ax kax (4

Nous dvoquerons rapidement pour le syst~me (I) les bases de l'algorithmique utilis&e.

II s'agit d'un schdma pr~dicteur-correcteur dOi A CHORIN /8/ qui est utilis6 pour d~coupler pression et vitesse (The

Pressure Correction Method).

Ainsi, A l'aide d'une pression estim~e P* on obtient un champs de vitesse V* de pr~diction satisfaisant l'6quation:

VVn + div Vn V* =grad P* + -L~ div (grad V) (5)
8t Re

Ce champ ne satisfaisant pas a priori la condition de continuit6, on introduit un champ correcteur sous la forme:

V' - V* grad4 (6)

Une 6quation pour 0 est alors obteriue en imposant la continuitd dans (6) soit:

div (grad =) div V* (7)
La pression peut 6tre alors r~actualis& sous la forme :

pn+1 =p* + 0/t(8)

Les dquations (5) et (7), discr~tis&s sur les maillages d~callis de la m~thode SMAC /9/, sont rdsolues par des m~thodes

implicites directions altern~s (A.D.I.).

C'est l'extension I.D du schema A.DI. de PEACEMAN et RACHFORD /10/ qui est retenue pour les dquations de

transport. Ce schema (/9/ et /10/) s'dtant revdl6 inaddquat pour I'quation (7) c'est le schdma A.D.I. de DOUGLAS /11I/ qui a W

adopte, cette 6quation etant pour Voccasion munie d'un terme d'6olution temporelle fictif et sa solution a 6t obtenue par itdration

jusqu'A convergence.
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Pour les cas d'~oulement avec transfert thermiquc la meme algorithmique est utilisde avec quelques adjonctions:

-Un ternie source foniction de la tempdrature, au second membre de IUluation du pr~lcteur 6valu 4 1instant n;

-Une dquation de transport pour la temperature, risolue en fin de chaque itration externe.

III. TEST DE VALIDATION: ECOULEMENT EN CAVITE.

111.1 - Convection force

La 1 omdtrie et les rifdrences utilisdes pour traiter l'6coulenient de cavit6 en convection forc&e ("driven cavity") sont

schdmatis~s la figure 1.

d.

/ ~ ~ - -~ iue1- Configuration de 1'6coulement en cavit6.

La translation de la plaque sup~rieure exerce sur le fluide, un effet d'entrainement qui force l'&oulement dans le coin

sup&ieur aval, il en r~sulte la formation d'une masse tourbillonnaire quasi-bidimensionnelle d'axe y.

Les calculs ont &6 effectuds des nombres de Reynolds basds sur la vitesse plaque et la dimension de l'arete de 100,

400, 1000 et 2 000.

On verra aux figures 2 les champs de vitesse qui en r~suirent dans le plan de symndtrie. L'apparition et l'dvolution en taille

des tourbillons secondaires recoupent bien les observations rapport~es par ailleurs (DE VAHL DAVIS-MALLISON /11/, PAN-
ACRIVOS /12/, TUAN-OLSON /13/).

A noter la misc en dvidence, pour la premitre fois A notre connaissance, du tourbillon T3 en configuration

tridimensionnelle.

Re= 10-0

IM~

Re 40 i i 7Re-2-00
I j .* .. ..... .....

)~~ Z I Ih zi

I IH ''---'

-, ~ Ti T21 z ____

Figures 2.- Champs de vitesse pour divers nombres de Reynolds.

Aux figures 3 on trouvera Ie tracd des profils de vitesse sur ]a m~dane verticale du cube, compar6s h ceux obtenus par

Goda (14) (figure 3a) et comparts entre eux pour les diffdrents nombres de Reynolds (figure 3b). On notera pour les premiers une

bonne concordance et pour les seconds un comportement prtvisible ou l'augmentation de Re conduit i une diminution des "couches

limites" de paroi.
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Figure 3 a: Frofils; de vitesse sur la m~iane verticale: Re= 100 et 400.

1. .-5.

Re= 100.

/ : - Re= 400
/ I Re= 1000

/ - -- Re= 2000.

Vz

Figure 3b,- Frofils de vitesse sur la m~diane verticale, pour diffdrents nombres de Reynolds.

III - 2 - Convection naturelle

La mise en mouvement du fluide est provoqu~e maintenant par le chauffage A des temperatures diff~rentes des deux

faces de la cavitd de normale x, les autres faces dtant supposdes adiabatiques. Les r-fWrences utilis~es sont i1Iustrdes A la figure 4.

do

0. f-V

/ 0. do X

Figure 4.- Conditions aux limites en convection naturelle.

Les calculs ont porte sur des nombres de Rayleigh de 103 et 14avec un nombre de Prandtl de 0,7 1.
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La structuration des d&oulements obtenus est visible A la. figure 5, ou sont portds les champs de vitesse dans le plan de
sym~trie y =0,5.

~A- ~ RA- iC

Figure 5.- Champs de vutesse en convection naturelle, pour Rayleigh=1000 et 10000.

Ici encore les profils de vitesse sur les m&Iianes ont servi de base de comparaison. Ne disposant pas de donn~es
tridimensionnelles, nous avons utilis6 les rdsultats du calcul de PORTIER et al /14/ en cavit6 carrde. Cette comparaison reste cependant
valable dans la mesure oji, vu la faiblesse des nombres de Reynolds mis en jeu (respectivement 5 et 25) le mouvement garde un
caract~re quasi-bidimensionnel, avec un simple freinage paridtal. On verra A travers les 6l6ments de comparaison de la figure 6 que la
concordance est tr~s satisfaisante, les vitesses l6g~rement inf~rieures observdes en configuration tridimensionnelle s'expliquant
ais~ment par le freinage paridtal.

Ra= 103  A

* Ra= 104

Figure 6.- Gomparaison calcul-expdrience en convection naturelle.

IV - INSTABILITES DE RAYLEIGH-BENARD.

Dans le cadre d'dtude des 6coulements en petites boites, la g~nomdtrie la. plus fr~quemment adoptde pour les exprnences
stir mod~es physiques est celle repr~sent& A la figure 7 Les dimensions transversales de la boite sont respectivement gales A 2 et 1,2
fois l'dpaisseur de la couche pour le grand et le petit c~6 Dans une telle configuration on peut s'attendre A voir apparaitre deux
roulcaux contrarotatifs, d'axes paralkles A l'axe y. Les donnoleg dui probl~me - e6om~trie. conditions aux limites et dluations du
mouvement - adinettent de surcroit deux symetries par rapport aux plans m~dians verticaux.



d

YL = 2d X

Figure 7 - Configuration d'dcoulement dtudi6.

La distinction existant entre le comportement des dcoulements en grandes et petites boites est souvent expliqu~e en

termes de degrds de libert6. Les grandes boites sont ainsi des configurations A nombre de degr~s de libert6 61ev6, ce nombre est au

contraire restreint pour Iii c;,-fig-uration "petite boite". Ici, imposer le respect des sym~tries gdomdtriques du problme, nous a sembld

etre un bon moyen de limiter encore le nombre de degrds de libertd du systrme.

Le calcul a donc dt effectui sur un domaine repr~sentant lc quart de la boite et maill6 au moyen de (22X12X22) points

en (x,y,z).

Nous prdsentons ci-dessous des r~sultats repr~sentatifs de trois regimes nettement distincts : les regimes subcritique,

convectif stationnaire et instationnaire monop,6riodique. Ces r6sultats sont relatifs A un fluide de nombre de Prandtl moddrd puisque

c'est le cas de l'air qui a 6t choisi (Pr = 0,7 1).

IV. I - Un cas de retour A Pi'tat de reno

Pour une couche fluide d'allongement infini, ii existe une valeur critique de nombre de Rayleigh Rac = 1708 en deca de

laquelle toute perturbation est amortie , le fluide reprenant naturellement un dtat de repos; associ6 A un champ thermique stratifid selon un

schema de conduction pure.

Pour mcttre en 6vidence cc ph~nom~ne dans un cas o6z lallongement r~duit de la couche conduit A des valeurs plus

importantes pour Rac. Nous avons effectu6 un calcul A Ra = 2000 A partir d'un champ de vitesse issu des calculs en convection

naturclle A Ra = 1000 donc avec des valeurs de vitesse significatives compte tenu de conditions de chauffage similaires.

L'6volution au cours du temps de la vitesse en un point est portie A la figure 8. On y observe une d~croissance r~gu~ire

de la vitesse de r~f~rence. sa valeur passant de 5 A 10-2 au moment ou le calcul a dt arr&,6.

4.

0. 0.2 0.4 0.4 0.0 1. I.Z 1.4

Figure 8.- Evolution temporcile de ]a vitesse au point de r~f~rence.

L'evolution au cours du temps du profit de tcmpdrature A la paroi lat~ale est port& A la figure 9: on y observe une

configuration probante du retour A un etat de conduction pure.
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-~ Is

Figure 9.- Evolution temporelle du profil de tempdrature A la pamoi lat~rale.

IV.2 - Deux poents dans le righne convectif stationnaire

A partir du m~me champ initial que celui utilisi dans le cas prdc~dent, nous avons obtenu un rigime convectif pour une

valeur Ra =20.000 montrant par IA qu'une perturbation identique peut ftre amortie ou amplifi~e par des conditions de chauffage

diff~rentes, et par suite donner lieu A des r~girnes enti~rement diff~rents. L'6tude du regime convectif a dt compl~tde par le calcul de

lHcoulement A Ra = 35.000.

Toujours en considdrant lNvolution d'une vitesse de rdfdrence au cours du temps, on observe aux figures 10

Id6tablissemnent de ce second regimne.

30.

70,

0. 0.2 0.0 0.0 t

Figure 10a.- Evolution temporelle dune vitesse de rdf~rence. Ra= 20.000.

33r

40.4

Figure 10 b.- Evolution temporelle d'une viiesse de r6ftrence. Ra = 35 000.



Les idcoulements stationnaires obtenus sont illustrts aux figures I11 par les champs de vitesse dans le plan y = 0.6. On y
observe une stnlcturation qui, extrapolde sur la totalit6 de ta boite, compte deux rouleaux tourbillonnaires align~s le long du petit c6t6.
On remarquera 6galement dans le coin sup~rieur gauche, la formation d'une zone de recirculation. Dans cette region, en effet, la
presence de deux parois affaiblit suffisamnment la convection pour que les forces de gravitd, qui ont ici un effet antagoniste, prennent le
pa s.

La visualisation des isothermes dans le plan y--0,60 aux figures 12 donne une idd& du champ thermique. On notera que
les "couches limites' chaude et froide supportent de forts gradients therrniques, lava] de ces couches est cependant "relaxd" par Ie
mouvement convectif : de rnme la prdsence d'une zone de recirculation 4 l'amont de Ia couche limite froide a pour effet de "relaxer"
cette partie cJ, la couche. Le centre des rouleaux pr~sente par contre une certaine homnogdnMit thermiique.

La comparaisori entre les cas Ra =20.000) et Ra =35 000 semble indiquer que tous les effets sont accentuds par
l'augmentation du chauffage.

Ra=210 4 Ra= 3.5 104

Figure i I.- Champs de vitesse dans le plan y 0.60.

Ra= 2.104~
Ra= 3.5 104~

Figure 12.- Champs thermiques dans la plan y=0.60.

IV 3 - Un cas de regime instationnairc

Pour une valeur de Ra 6gale A 100.000 nous avons pu observer 1'6tablissement d'un rdgime p~riodique, on verra A Ia

figure 13, qu'apr6s une p~riode transitoire la vitesse de r~f~rence se met A osciller avec: une r~gularitd remarquable.

Figure 13.- Evolution temperelle de la vitesse au point de rdf~rence.



Pour icux compreadre le ph~nom~ne qui apparait on pourra observer aux figures 14 et 15 les champs de vitesse et de

temperature traces clans le plan y = 0,6 pour deux situations extrEmes en opposition de phase.

Dans la situation (B) les champs -semblent constituer des extrapolations logiques de ceux observis lors du precedent

r~gime. il n'en sera pas de mnme pour la situation (A) o6i Ic centre du rouleau est rejet6 vers le haut et o6i la zone de fluide montant

prend l'apparence d'un secteur A 450 se developpant d&s l'amont de la couche limite chaude.

ii 1/\\Z-

Figue 1.- hamp devitsse ansle lan --060 our euxsitatios e opositon e pase

Fiur 15. Champ de te --.-. N're /n le pla y//.6,por--siuaton-enoposiio dephse

A ce sta\-t\ un tettv depiaon de l'nsatonart /eu &r dne,/----.\\\ \ carmnt sl iuto B

Figuobrev4-Cp e viriseetesse !azn e lnd y=.6 oura detux sijtuatons enafd opotion de phaeci udiu ri udmie e

efe enttri n as 'qulbednaiu uf-iemnan aal -etal pripiqu asctt oe onrieet.ic u

Figreu5. Cham p - u te peraucns de lan =. 6 pour deux situationsen oppositiond phtinae 'umnaind o ed

RayleiA s'cpe tdune tugentati delitne deinstationit eut reL done i ppit cairemngt qdc clansr la ituateion(B

amot e maton, lisqite ctre let ums Aetre ot rce thermiquesA.motd la soc ele aors qu seuvle unepaugnttion ~i
pmoetnee oaeddrnfr hrique convecpoif puise raee cett couche Ae un iveu e cnrine acceptable. Ces aimn.Cc ed ~esieu lrgstd aznsi qlue

effet cqrit eonaue l stilibre dynaique d luide onantprlmn AI ao usqecascte oe otareetAc u

se~~Ce pasaonlaigmenation dean conveto saesobspatne dune dnto es rain de mtemperaturmbe idiserse e reier

comment Pour (actrisunqur, ousrs ovon ieqen occ qioncre l e o regie coanvectstatornn aire, laum entons A nombigre 

Raleig sac ucompagnemedune aumnaindla vitesse de rotatdas ion~ prla. La ouchle y.1imprit caderit e m scaio difernciee

aus cettre genatin puisee otre e trlafer thermiqe prlamont de Iarcouche plt e favotriet aval. LApartion d) rie

periaiou cor epn ayr = Ia1 leite de conftn-)te eptable .ont. Ceiela nuerpoaietin ergse de sila zoedeflid
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Figure 16.- Comportement de la vitesse de r~f~rence dans diff6rents plans normaux A y.

V -CONCLUSION

Le code de calcul d'dcoulements tridimensionnels instationnaires pr~sent ici a 6t appliqud aux dcoulements de cavit6
cubique en configurations de convection forces et de convection naturelle. Les r6sultats obtenus recoupent bien les comportements
observes par ailleurs en configuration bidimensionnelle ou plus rarement tridimensionnelle. On notera iice sujet, la inise en 6vidence,
pour la premiere fois A notre connaissance, en configuration tridimensionnelle, du troisi~me tourbillon secondaire de I'6coulement de
convection forc~e.

L'application du code aux calculs des 6coulements relatifs aux instabilit~s de Rayleigh-Bdnard, a par ailleurs confirmd la
faisabilit6 et 1'efficacitd de ce type d'approche dans H'tude des bifurcations des 6quations de NavieT-Stokes. Dans le cadre de cette
6tude, nous avons pu mettre en dvidence la structuration de trois regimes d'6coulement distincts, les regimes subcritique, convectif
stationnaire et instationnaire p-driodique. Une explication quant A l'apparition de l'instationnaritd a pu etre avanc~e, bas&e sur la
constatation d'une hdtdogen~itd de comportement au sein de l'une des couches limites thermiques.

Ainsi, ii partir d'une certaine valeur du nombre de Rayleigh, l'dquilibre thermique de l'amont de la couche serait-il
incompatible avec l'dquilibre dynamique de laval dans le cadre d'un dcoulement stationnaire.
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A STUDY OF THE STRUCTURE OF HIGHLY SWEPT SHOCK
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SUMMARY

The combination of detailed flow field studies and extensive calculations have been
used to construct a model of the three-dimensional interaction of shock waves and
turbulent boundary layers. Although different configurations have somewhat different
details, a general flow structure consisting of a flattened vortical field, aligned
along the shock direction, has been found for the fin and swept wedge geometries
examined thus far. The lower part of the entering boundary layer is involved in this
vortical structure, while the outer part of the layer flows over the initial structure,
-and is the initial phase of the flow developing downstream of the interaction. Concepts
-f separation, vortices, reattachment, surface flow visualization observations, and the
assumption of steady flow are not supported by the detailed experimental data.

1. INTRODUCTION

The study of the three-dimensional interaction of shock waves and turbulent
boundary layers has been underway for several decades. The interest in this phenomena
has been spurred by the practical flow problems experienced in wing-fin/body
interactions, the complex interactions in supersonic inlets, and the flowfield problems
of transonic and supersonic propellers and fans. Despite the studies to date, the
phenomena is still not well understood, modeled, or computed to the accuracy and detail
required for many practical applications of high speed flight. The studies, which in
the past have been primarily experimental, have been, in many cases, limited to single
observations, limited geometrical variations, limited flowfield conditions, and are
characterized by lack of detailed and redundant measurements. Their interpretation has
been strongly influenced by what has been perceived as a well understood two-dimensional
phenomena of shock wave turbulent boundary layer interactions. Probably the most
detailed attempts to explain the structure of the interaction, based on the studies of
the 1960's and 1970's, were the papers by Token, Ref. 1, and by Kubota and Stollery,
Ref. 2, which reviewed much of the earlier work and suggested the model shown in Fig. 1.
A more recent review by Settles and Dolling, Ref. 3, includes later papers. Of
particular impact have been the studies by Korkegi, Ref. 4, on "separation", the conical

cylindrical concept of Lu and Settles, Ref. 5, the extensive studies of "secondary
separation" by Zheltovodov, Ref. 6, and the series of studies in the Gas Dynamics
Laboratory of Princeton University. There was the general observation that the size-
length of the three-dimensional interaction was considerably greater than the comparable
two-dimensional interaction with the same boundary layer and shock wave strength.

A flow structure postulated in Ref. 2, Fig. 1, included elements of boundary layer
separation, vortex formation, reattachment, and a flowfield made up of separation
shocks, bifurcated incident shock waves, and compression and expansion waves developed
on the basis of displacement thickness estimates and limited flow visualization data. A
large part of this analysis was based on surface flow visualization and mean wall static
pressure distributions, with limited flowfield data or visualization.

In hindsight, one might critique these earlier studies in: their extensive use of a
surface flow visualization technique which is uncalibrated in high speed flows, the lack
of full flow visualization [which is especially critical for three-dimensional flows as
-ompared to two-dimenzional flows], the lack of flowfield details, the assumption that
the turbulent interaction is steady, and the limited span and geometrical variations
which characterize most of the tests.

2. NEW RESULTS

During the past 15 years, significant additions to the study of three-
dimensional shock wave boundary layer interactions have been carried out in the Gas
Dynamics Laboratory of Princeton University. There has been extensive studies covering
a range of geometries and test conditions, Refs. 7-16. These studies included detailed
examination of the flowfield yaw angle and total head distribution and, in recent years,
static pressure distribution. High resolution wall static pressure distributions, both
mean and at high frequency, and studies of some new configurations [such as a fin with a
gap, Ref. 16] shed some new light on the flowfield characteristics. Of equal
importance, has been the extraordinary contributions made by extensive computations, in
particular, the very closely coordinated work of Dr. M. Horstman of NASA-Ames and
Professor Doyle Knight of Rutgers, Refs. 13-15, 17. It is the combination of the
analysis of the new experiments with the computation which forms the basis for the

present report.
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The present paper, for brevity, will concentrate on two geometries, the sharp fin
and the swept wedge, which have been the focus of the most extensive experimental and
computational studies, Fig. 2. Although these two geometries show some difference in
flow details, their general flowfield structure is similar. They are simply examples
which are used to frame the discussion and are in no way to be construed as being fully
understood or predictable. The experiments were performed in the supersonic high
Reynolds number wind tunnel at the Princeton University Gas Dynamics Labo-atory. The
facility has a 20 cm x 20 cm test section, with a nominal freestream Mach number of
2.95. The settling chamber pressure and temperature were approximately 6.8 x 105 Pa and
251 0 K. The boundary layer thickness at the apex of the fin is approximately 16 mm,
yielding a Reynolds number Rec = 9.8 x 105. The experiments were performed under
near adiabatic wall conditions.

The data to be discussed herein is mostly taken from details in the references and
are primarily chosen tc uemonstrate d particular problem or concept. The surface
visualization results, the most extensive data from previous studies, is summarized in
Fig. 3 where the sketches for the fin and swept wedge identify the characteristic
patterns which have been observed. "Secondary separation" is not always observed, as
will be discussed in Section 3.1.3. An example of some of the new data might be; the
static pressure measurements in the flowfield, Fig. 4a,b, Ref. 18, which, together with
the total head data, permits computation of the entire Mach number field; the static
pressure high frequency measurements, Fig. 5a,b of Refs. 19, 20, which show the effect
of variable shock strength; the linkage of surface visualization data with the detailed
flowfield; and the many computations based on the Navier-Stokes equations with different
turbulent models carefully matched to the flow and geometry of the experiments.

In the following section, specific elements of the interaction are discussed in
detail, using experiments and computation. These elements are then combined in Section
4 to construct a more realistic model of the three-dimensional interaction, along with
some suggestions as to what is required to totally validate this model.

3. OBSERVATIONS

3.1 Sirface

3.1.1 Upstream influence line

The upstream influence line, defined as the location of the upstream boundary of
the disturbance caused by the fin or wedge, can be determined by the first deflection of
the surface flow visualization technique as well as the shape of the detailed pressure
distributions. Both of these measurements agree, although their "mean" character masks
the unsteadiness found by Tran, Ref. 20. His measurements clearly showed that this
upstream boundary is "wiggly", a characteristic which the mean measurements and Reynolds
averaged computations cannot indicate. The physics governing the sideways [span]
spreading of the disturbance is not at all clear and, to the author's knowledge, has not
been predicted theoretically. An important observation is that the upstream influence
boundary appears to occur at the same distance upstream of the shock wave location,
independent of shock strength, Fig. 6, in direct opposition to the observations of two-
dimensional flows. The shape of the initial part of the pressure distribution is also
quite different. As the shock wave strength increases, for three-dimensional flows, the
slope increases.

The apex effect on this line is shown by Ref. 16. When the apex is lifted off the
surface [increased gap], the upstream influence line moves downstream, although the
inviscid shock wave is in the same location, Fig. 7. Within the limitations of the
present experimental studies, there is no significant change in the orientation of the
upstream influence line away from the apex region. Computations for the tin and the
wedge, although they give the correct general shape of the upstream influence line, are
shown to be at the wrong angle [see Section 3.1.5]. Thus far, grid refinements and
modifications of the turbulence model have not proven helpful in making the
computations a better approximation of the experiment.

3.1.2 Line of convergence

From surface flow visualization, above some shock strength, a line of convergence
is observed. For a Mach number of 3, in the experiments at the Gas Dynamics Laboratory,
this occurred for a fin angle of about 80. This observation has been the sole basis for
many discussions involving "separation". Considerable effort has been placed on
examining the flowfield around this region. Thus far, the experiments have found no
flowfield detail from the total head, yaw, or static pressure surveys which appeared to
give any physical insight into the observance of the surface phenomena. It is
important to note, however, that Tran's detailed studies, Ref. 20, have shown that there
is a major peak in the rms fluctuating pressures between the upstream influence line and
the line of convergence. A discussion of the characteristics of the flowfield around
the line of convergence, as compared to the observations of "two-dimensional
separation", is given in detail in Ref. 22. The main evidence to date of some physical
connection of the flowfield with the line of convergence are the computations, which
indicate a surface separating the original two-dimensional vortical flow and the
generated three-dimensional vortical flow, discussed further in Section 3.2.2.
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3.1.3 Secondary separation

This phenomena, identified primarily from surface flow visualization, is
identified by a quite different "signature" than the line of convergence. The phenomena
has been studied extensively by, Zheltovodov, Ref. 6. He finds that the phenomena
appears, disappears, and reappears several times as the angle of attack of the fin is
increased. The phenomena has been observed in the studies at the Gas Dynamics
Laboratory only for thin boundary layers. For thick boundary layers [higher Reynolds
numbers], with shocks of similar strength, no such phenomena has been observed. There
is, at the moment, some considerable question as to the physics associated with this
phenomena. Since there are questions as to the effect of Reynolds number and steadiness
of the flow, and there is a lack of observations in the flowfield connected with this
surface indication, the phenomena is still the subject of some controversy.

3.1.4 Reattachment

If one considers that the flow is separated, in some sense, then the term
"reattachment" is perhaps a realistic description of the line shown by the surface
visualization noted in Fig. 3. Experiments to date have not been very successful in
exploring the details in this region, but the computations show that the region under
study is close to the region observed to differentiate the flow in the lower part of the
boundary layer [which is involved in the vortical region] from that which flows over the
vortical region ard "attaches" to the surface for the first time. This line appears to
be an indication of the initial region for the development of the downstream flow from
the cop part of the original boundary layer.

3.1.5 General overview

The general surface observations, primarily from surface flow visualization and
some detailed static pressure distributions, seem to show regions with significant
curvature near the apex and much less curvature in the flowfield far from the model
[spanwise]. There has been considerable discussion in the references about an inception
region, or "near" low region, and a "far" flow region where assumptions of straight
lines of cylindrical or conical character have been proposed. The difficulty is the
determination of where the initial region, or apex region, becomes unimportant, and a
far flowfield asymptotic condition is observed. Reference 23 has shown that, within
the limits of the present experiments, there is no region where the characteristics of
the flowfield approach a straight line, Fig. 8. Unfortunately, there is also no theory
which predicts the asymptotic character of such flows. Although the conical nature of
the inviscid flow is quite clear in some cases, the modification and growth of the
vortical system and the surface viscous layer have not, thus far, been fully evaluated.
The lack of detailed checks of computation against the experiment makes the use of
computation inappropriate and, although statements can be made about the general
characteristics, details are still missing. The concept of conical or cylindrical flow,
Ref. 5, is only a crude approximation and, although it may be used locally, the lack of
ability to predict the "virtual apex" for the so-called "conical flows" makes it very
difficult to use the information in a general design procedure.

3.2. Flowfield

3.2.1 Experimental studies

Experimental studies of the complex flowfield are rather sparse, consisting of
vapor screen studies, some early smoke studies, and the detailed flowfield probing
carried out at the Gas Dynamics Laboratory for fin and wedge flows. An Peample of the
detailed flow probing for a 200 fin, Fig. 4b, 9a,b,c, shows the general characteristics.
A large part of the flow off the s'irface remains supersonic. The external stream is
deflected to the fin angle but the lower part of the interaction region is quite
complex. In general, the flow is deflected along a line approximating the imposed shock
shape. The lower part of the interaction is characterized by a single, flattened,
vortical flowfield. Although this field is referred to by many as a vortex, there are
no characteristics of the vortex which have been found from the experiments. There is
no I/R velocity variation, nor is there a low pressure in the center of the so-called
vortex. Although the sonic line, initially very close to the surface, appears to raise
off the surface in the upstream part of the interaction, it quickly returns close to the
surface in the middle of the interaction. The vortical field is characterized by a
significant supersonic component along the shock direction, with a rather slow rotation.
Although flow visualization indicates some elements of an intcrnal wave structure, the
detailed probing of the flowfield shows only rather smooth variations of static and
total pressure. The calculated Mach number distributions shown in Fig. 9c indicate no
internal shock waves of any significant strength, nor any unique features of the flow
associated with jets, separation, or surface details, with the exception of the
inception line.

3.2.2 Computation

The detailed computations of Knight and Horstman, Refs. 13-15, have been a major
aid in the interpretation of the flowfield surveys carried out experimentally. The
computations show the flattened vortical field and the general features found from the
experiment. In the outer part of the interaction, the computations, with different
turbulence models, give the same results, and generally agree with the experiments. The
different turbulence models result in major differences in the local eddy viscosity,
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but the outer flowfield seems to be insensitive to this variation. Close to the
surface, the computations with different turbulence models no longer agree and, although
the computations give the general surface visualization features, they do not agree in
detail with the experiments. In the surface field view, i.e. Figs. 10 and 11, the
computations do not give the correct spanwise variations for he carrcnt test cases, the
100 and 200 fin, and a 240 wedge swept at 400 and 600. The differences between
experiments and computation seem to be increasing with span, and neither the experiments
nor the computations appear to be approaching an asymptotic situation in the region
examined thus far. For the swept wedge case, the computations seem to be less capable
of capturing the details than for the fin. Figure 12 gives some samples of surface
pressure distributions for 240 wedges swept 600.

In spite of the limitations, the computations provide the ability to trace the path
of individual streamlines which, on the basis of the current experience, appear to be
reasonably accurate in the outer part of the interaction but are questionable close to
the surface. With this caveat in mind, the computations have defined two flow surfaces
labeled 1 and 2 in Fig. 13. Sheet 1 appears to originate close to the line of
convergence found from the surface visualization. The sheet contains a series of
streamlines coming from different positions in the upstream flow (spanwise as well as
heightwise] which are rolled up in the developing vortical flow. Sheet 2 is
constructed from a series of streamlines starting in the original boundary layer at some
height off the floor. These streamlines are the boundary between the flow which enters
into the vortical structure and the flow in the outer part of the boundary layer which
essentially flows over the vortical flow, attaches to the downstream wall, and forms the
initial flow continuing downstream. The lower part of the boundary layer flows spanwise
[in the general direction of the incident shock] in the flattened vortical structure.
The central streamline in the flattened vortical structure appears to come from a
position off the surface, in the plane of symmetry of the entering flow. The plateau in
the streamwise pressure distributions appears to be associated with the flattened
vortical field. Since, in these detailed tests, there was no surface indication of
"secondary separation", there is no information from any of these studies of a possible
flow structure associated with that phenomena.

Computations with surface suction, Ref. 17, show major changes in the surface
details and a change in scale of the interaction, but no qualitative change in the
general flowfield structure.

3.2.3 Fin gap

The study of the fin with a gap, Ref. 17, which raises the apex from the floor into
a supersonic region, also appears to show no significant change in the overall structure
of the three-dimensional interaction. The "detached" flow close to the surface, from
Ref. 2, appears not to be a critical factor in the flowfield development, but it clearly
determines the initial spanwise propagation of the disturbance. The effect of the major
bleed under the fin seems to decrease the extent of the initial part of the interaction,
but does not appear to change, in any significant detail, the shape of the initial
pressure rise and seems to have significantly less effect downstream of the incident
shock, Figs. 7 and 14a,b. The general flowfield structure does not appear to be
significantly changed.

3.3. Other Considerations

3.3.1 Unsteadiness

The major mean flow measurements and computations have neglected the measured
unsteadiness of the phenomena. The rms pressure levels, for the same initial conditions
and shock wave strength, in three dimensions are about half that experienced in two
dimensions, Fig. 15. This indicates a quite different "processing" of the initial input
from the same "lumpy" turbulent boundary layer. The unsteadiness does not appear to be
propagated from the apex spanwise, but is rather dependent on the local input conditions
along the interaction.

3.3.2 Surface visualization

Surface visualization, an uncalibrated zero frequency response phenomena, shows
features which have, thus far, not been connected to flowfield details. It is probably a
questionable technique to use for definition of flowfield structure.

3.3.3 Structural variation with shock strength

Although there appears to be a difference between the surface visualization
obtained for low shock strength and high shock strength (fin], the computations and
flowfield surveys have given no indication that anything significant happens in the
flowfield. The flowfield details, as the shock gets stronger, appears to just sharpen
the features, rather than to show different phenomena.

3.3.4 La k of heat transfer details

In most of the studies to date, the primary surface measurements have been static
pressure. It now seems clear that the measurement of heat transfer and/or skin
friction, in detail, would provide an important input to constructing the flow model.



21-5

The fluctuating pressures which have been measured, suggest that high frequency data
would be desirable and a key factor in checking the validity of computation.

3.3.5 Separation

Although the term continues to be used in three-dimensional flows, based primarily
on surface visualization, the actual phenomena seems quite different than two-
dimensional concepts. The measured unsteadiness of the flows makes mean flow
measurements and present computations highly suspect in the region being studied.

3.3.6 Asymptotic solutions

The lack of data or a theory which indicates the asymptotic behavior of these
interactions at large distances from the apex makes it very difficult to extrapolate the
present results. Extended span tests would be of major help, if the boundary layer
conditions are fully documented.

4. CONSTRUCTION OF THE THREE-DIMENSIONAL FLOWFIELD

On the basis of the detailed flowfield experiments and computations, the following
model is suggested as a realistic approximation of the complex flow, Fig. 13. It has
the general features of earlier models, but differs in details. The three-dimensional
interaction consists, in the lower region, of a flattened vortical field which grows
from the apex in a spanwise direction. Its primary axis is about parallel to the
imposed shock wave. This flattened vortical field is primarily supersonic and, within
the range of the current experiments, grows approximately conically in the
configurations that have been studied so far. There is no way of currently predicting
the asymptotic behavior of this structure. Strong streamline curvature occurs only in
the thin layer close to the wall, in the initial part of the interaction. The static
pressure distributions through the flowfield show no indication of a vortex or
"separation". Depending on the geometry, a particular lower part of the boundary layer
i, encompassed in this developing vortical structure. The outer part of the boundary
layer, again depending on geometry, flows up and over the vortical structure, attaching
to the wall downstream and providing the initial conditions for the downstream flow.
For highly swept fin interactions, this downstream flow is limited to a rather narrow
region close to the fin. The computations and experiments have provided a general
framework for the structure shown in detail in Fig. 13. At present, neither the
experiments nor the computations show any other significant feature of the flow,
although there is some indication that there may be a small, weak vortical structure in
the initial part of the interaction. Thus far, there have been no details associated
with the so-called "secondary separation". Since the flowfields are primarily
supersonic, it is clear that the dissipation in a large part of this interaction, which
extends normal to the wall approximately four times the original boundary layer height,
is quite small as compared to the two-dimensional problem with a comparable strength
shock wave and boundary layer conditions. It is this characteristic which appears to
make the interaction amenable to computation. However, considerably more work on
details of the flowfields, steadiness, heat transfer, and modeling, is required to fully
understand or predict these complex flows.

REFERENCES

1. Token, K., "Heat Transfer Due to Shock Wave/Turbulent Boundary Layer
Interactions on High Speed Weapons Systems," AFFDL-TR-74-77, 1974.

2. Kubota, H. and Stollery, J., "An Experimental Study of the Interaction Between
a Glancing Shock Wave and a Turbulent Boundary Layer," Journal of Fluid Mechanics, Vol.
116, March 1982, pp. 431-458.

3. Settles, G. S. and Dolling, D. S., "Swept Shock Wave/Boundary-Layer
Interactions," Tactical Missile Aerodynamics Volume, AIAA Progress in Astronautics and
Aeronautics Series, M. Hemsch and J. Nielsen, eds., 1986/87.

4. Korkegi, R. H., "A Lower Bound for Three-Dimensional Turbulent Separation in
Supersonic Flow," AIAA Journal, Vol. 23, No. 3, March 1985.

5. Settles, G. S. and Teng, H. Y., "Cylindrical and Conical Flow Regimes of Three-
Dimensional Shock Wave/Turbulent Boundary Layer Interactions," AIAA Journal, Vol. 22,
No. 2, 194-200.

6. Zheltovodov, A. A., "Regimes and Properties of Three-Dimensional Separation
Flows Initiated by Skewed Compression Shocks," Zhurnal Prikladnoi Mekhaniki i
Tekhnicheskoi Fiziki, No. 3, May-June 1982.

7. Bogdonoff, S. M., "Some Observations of Three-Dimensional Shock-Wave Turbulent
Boundary Layer Interactions," Proceedings of the IUTAM Symposium on Turbulent Shear-
Layer/Shock-Wave Interactions, J. Delery, ed., Palaiseau, France, September 1985.
Published by springer-Verlag 1986.

8. Dolling, D. S., "Upstream Influence in Conically Symmetric Flow," AIAA
Journal, Vol. 23, 1985, pp. 967-69.



21-6

9. McClure, W. B. and D. S. Dolling, "Flowfield Scaling in Sharp Fin-Induced
Shock-Wave/Turbulent Boundary-layer Interaction," AIAA Journal, Vol. 23, No. 2, 1985,
pp. 201-6.

10. Oskam, B., Bogdonoff, S. M. and Vas, I. E., "Oblique Shock Wave Turbulent
Boundary Layer Interactions in Three Dimensions at Mach 3," AFFDL-TR-76-48, 1976.

11. Settles, G. S., Perkins, J. J. and Bogdonoff, S. M., "Investigation of Three-
Dimensional Shock/Boundary-Layer Interactions at Compression Corners," AIAA Journal,
Vol. 18, No. 7, 1980, pp. 779-85.

12. Settles, G. S. and 3ogdonoff, S. M., "Scaling of 1"wo- and Three-Dimensional
Shock/Turbulent Boundary-Layer Interactions at Compression Cn hers," AIAA Journal, Vol.
20, No. 6, 1982, pp. 782-89.

13. Knight, D., Horstman, C., Shapey, B. and Bogdonoff, S., "The Flowfield
Structure of the 3-D Shock Wave-Boundary Layer Interaction Generated by a 20 deg Sharp
Fin at Mach 3," AIAA Paper No. 86-0343, January 1986.

14. Knight, D., Horstman, C. C., Ruderich, R., Mao, M.-F. and Bogdonoff, S.,
"Supersonic Turbulent Flow Past a 3-D Swept Compression Corner at Mach 3," AIAA Paper
No. 87-0551, January 1987.

15. Knight, D., Raufer, D., Horstman, C. C., Ketchum, A. and Bogdonoff, S.,
"Supersonic Turbulent Flow Past a 3-D Swept Compression Corner at Mach 3, Part II," AIAA
Paper No. 88-0310, January 1988.

16. Toby, S., To be published.

17. Gaitonde, D. and Knight, D., "The Effect of Bleed on the Flowfield Structure
of the 3-D Shock Wave-Boundary Layer Interaction Generated by a Sharp Fin," AIAA Paper
No. 88-0309, January 1988.

18. Ketchum, A., To be published.

19. Tan, D.K.M., Tran, T. T. and Bogdonoff, S. M., "Wall Pressure Fluctuations in
a Three-Dimensional Shock-Wave/Turbulent Boundary Interaction," AIAA Journal, Vol. 25,
No. 1, January 1987, pg. 14.

20. Tran, T. T. and Bogdonoff, S. M., "A Study of Unsteadiness of Shock
Wave/Turbulent Boundary Layer Interactions From Fluctuating Wall Pressure
Measurements," AIAA Paper No. 87-0552, January 1917

21. Shapey, B. and Bogdonoff, S. M., "Three-Dimensional Shock Wave/Turbulent
Boundary Layer Interaction for a 200 Sharp Fin at Mach 3," AIAA Paper No. 87-0554,
January 1987.

22. Bogdonoff, S. M., "Observation of Three-Dimensional "Separation" in Shock Wave
Turbulent Boundary Layer Interactions," IUTAM Symposium, Boundary-Layer Separation,
London 1986.

23. Wang, S. Y. and Bogdonoff, S. M., "A Re-Examination of the Upstream Influence
Scaling and Similarity Laws for 3-D Shock Wave/Turbulent Boundary Layer Interaction,"
AIAA Paper No. 86-0347, January 1986.

ACKNOWLEDGEMENT

This work has been supported primarily by a series of contracts with the U. S. Air
Force Office of Scientific Research. The work was originally monitored by Dr. J.
Wilson, then by Dr. J. McMichael, and currently by Dr. L. Sakell.



21-7

1' ortical free layer

;4 e(ttaChra0nt

separationlihne

Fig. 1. The double-vortex model of Kubota & Stollery (Ref. 2).

ab)

0~b,

Fig. 2. Test Geometries: a) Sharp fin, b) Swept wedge

FIN N. -~ SWEPT WEDGE

sol--

Fig.~~~ ~ ~ ~ ~ 3.Tpcltacso ufcefo tek

a) Shr fin b)Seteg



21-8

STATfIC PRESSURE CONTOURS
2 '.25
3 1.50
4 US7
S 2'00
* 2.n5
1 20
# 3.0'
W 3.25
it 350
a 3.75 93
13 4.00

ID UE
'S...

to0 2.0 3 404 5 7.0 S0 9.0 10.0
VI CL /m.

Fig. 4a. Static pressure contours through a 20 0 fin.

STATIC PRESSURE CONTOURS
3 Lo5
4 v.7

5 2.00
6 225

7 5:50
S2.75 /

10 1.25
11 2.50
o2 3.75
13 4.00

Ul CL X/600

Fig. 4b. Static pressure contours through a 600 swept 240 wedge.



21-9

--(Pp

a)

7-

SYMBOL o

A 10
. 12

IS16
20

2-a)

I

U C

ii - 7 -5 -4 -3 2 -1 0 1 2 3 4

x,16o

Fig. 5a. Distribution of rms of wall pressure fluctuation for fin
interaction. Normalized by upstream vprsue.

.10

(WI > SYMBOL 0

A 10

PW 0 12

.08 U is

A 20

.06

.04

.02 b)

- 7 - -5 -4 -3 -2 -1 0 1 2 3 4

Fig. 5b. Distribution of rms of wall pressure fluctuation for fin
interaction. Normalized by local mean pressure.



21-10

Inviscid Shock Location

0

e15a 20

a c

Y, scCled, inches

Fig. 6. Surface pressure distributions for sharp fin
interactions with different shock strengths.

oa

LEGEN0
*-RUN 312 TEST 5 Mach - 2.930 Z - 3.41

x- RUN 323 TEST 8 Mach - 2.934 Z - 3.41 _ M- 2.93
o-RUN 324 TEST 4 Mach - 2.933 Z - 3.41I
,- -RUN 401 TEST 4 Mach -2.933 Z 3 .41!

L...

A

0~ zero gap
x - 2 -m gap'A o - = 0m gap

1 
= 
6 gap

o.a I

1.s 2 i.0 2 .5 3.0 3.5 4.0 4'.5 si.0 s.s 6.0
X ( INCHES)

Fig. 7. Streamwise pressure traces with various gaps

i i ii l I I I



21-11

c =, 0  - < A/°

,-<,

0
A0

0 - 0

=24* Fig. 8. Nondimensionalized Upstream

/-'" influence Lines for Swept Wedges.SOpen symbols - Po 
= 

100 psi

Cl se symbol - -o3 0 s

'€. " III/ISharp fin

0140/

7- e

& aS.. *

C)



2 1-12

ITOT PRESSURE CONTOURS
* 0.10

2 0.20
3 0.30

7 07)
0 0 0 3

13 L".333

~ ~ a) pitot presoure

LO O V IT 4.0 S.0 .0 8.0 90 10.0
vi L X/d. 6

Lr, V~tYAW CONTOURS
3 30.00

* 40.0
5 50. 00

7 7000

E) 10 01 W3 a). as I)

b) yaw angles

20 4. 34 0 o 7t o 80 .0 io 01.0U. C, .I

LMLIALt IACH CONTOURS
2 02
3 ."

O 20

1: 00

3 -~C) Mach number

U, CL X1 - o

Fig. 9. Fiowfield data frr the 200 fin.



21-13

Fig.10. Comute andmeaure sufacestraklnes

j,7,

3~~~ ~ ~ .. 7-S3 XERMN PRNEO

3I' THOR 7' OOflSTM

0- 
2

-IS 0 .2IO 5f is .

Fig. 10. Computed f omato and mesrds a ex straimnes.ra -

swept~~~~ copesoncre, a 29,X 60



2 1-14

Fig. 13. Flowfield structure (not to scale).

/ / V

020 JCS C 'C CCO IZCiO.,O.
Koe

a) Zero gap b) 6 mm gap

Fig. 14. Dimensionless Pressures

Fig. 15. Local maximum rms (rms "peak") as a function
of the inviscid pressure rise. a) Normalized by
local mean pressure. b) Normalized by upstream
rms. (2-Dl ramp data for highest pressure ratio
(t- 24 deg. obtained from Dolling and Or, 1983.)



22-1

CONTROLE ET MODIFICATION DE LA TURBULENCE
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RESUME

Cet article prdsente quelques moyens envisag6s pour contr~ler la turbulence des cou-
ches limites se d~veloppant sur un avion afin de r6duire la trainde de frottement. Ces
moyens sont le maintien du rdgime laminaire et les manipulateurs internes ou externes de
couche limite turbulente. La description des ph~nom~nes mis en jeu est donn~e apr~s avoir
rappel quelques 616ments essentiels d~crivant d'une part le processus de transition et
d'autre part, la turbulence dans les couches limites.

SUMMARY

This paper presents means devoted to control turbulence in boundary layers developing
on aircrafts in order to reduce their skin friction drag. These means deal with the la-
minar flow control and the use of internal or external boundary layer manipulators. The
description of the phenomena which are involved is given after recalling a few essential
features of the transition process and of the turbulence in boundary layers.

1 - INTRODUCTION

Le contr6le de la turbulence dans les couches limites se ddveloppant sur un avion a
une application fondamentale qui est la reduction de tralnde de frottement. Pour un avion
commercial, la trainee de frottement repr~sente environ 40 A 50 % de la train6e totale et,
grossi~rement, la moiti6 de la trainee de frottement provient du fuselage. Dans ces condi-
tions, des rdductions mme modestes de la trainee de frottement peuvent s'av~rer int~res-
santes pour amliorer les performances de l'avion.

Sur les ailes ou sur des 6ldments courts tels que la ddrive ou les nacelles, les
gains de tralnee les plus impressionnants sont envisageables en cherchant A rendre la
couche limite laminaire sur un parcours optimum. Pour y parvenir, on agit sur les pro-
pridtds de stabilit6 de la couche limite laminaire. L'analyse de ces propri~t~s de sta-
bilit6 constitue un instrument essentiel de contr3le de la turbulence puisqu'il s'agit de
retarder son apparition. Les deux moyens pri-cipalement consid~r~s pour maintenir l'cou-
lement laminaire sont d'une part le desF formes conduisant A des gradients de pression
ad~quats et d'autre part l'aspiratio- ale.

Lorscue les nombres de REYNOLDS sont trop 6lev~s, comme sur les fuselages, ces tech-
niques sont moins attrayantes. La solution envisag~e est une action sur la structure de
la turbulence A 1 aide de "manipulateurs". Deux types de dispositifs sont 6tudi~s : les
rainures longitudinales am~nag6es A la paroi ("riblets") et les manipulateurs externes
(lamelle- ou profils ins~r~s dans la couche limite parall~lement A la paroi).

Une revue de ces mthodes de contr6le de la turbulence dans les couches limites est
propos~e dans cet article apr~s avoir rappelA les 6lments principaux qui permettent de
d~crire les propri~t~s de la transition et de la turbulence.

2 - DESCRIPTION DE LA TRANSITION ET DE LA TURBULENCE DANS LA COUCHE LIMITE

La comprehension de lapparition et du maintien de la turbulence s'appuie sur l'tude
de deux probl~mes : d'une part, la transition du rdgime laminaire au r~gime turbulent et
d'autre part, les m~canismes de production de turbulence dans les couches limites turbu-
lentes. Quelques 6lments de base d~crivant ces ph~nom~nes sont rappelds ici car ils per-
mettent de mieux comprendre les moyens envisag~s pour retarder la transition ou pour r6-
duire le frottement pari~tal des couches limites turbulentes. Inversement, nous verrons
que l'tude des proc~d~s de manipulation de la turbulence contribue A 6tayer certaines
hypotheses 6mises A propos des processus de production de turbulence.



2.1. Transition larninaire - turbulent

Ce sujet a &t trait& par de nombreux auteurs et quelques articles de synth~se donnent
une tr~s bonne id~e de l'6tat des connaissances actuelles (voir, par exemple, AGARD Report
N' 709, Special Course on Stability and Transition of Laminar Flow).
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L'exemple de transition de couche limite le mieux connu est bien s~r relatif A l'6cou-
lement de plaque plane. Exp~rimentalement, on observe que, pr~s du bord d'attaque de la
plaque, 1'&coulement est bidimensionnel et statiorwcaire mais, au-delA d'une certaine abs-
cisse, il devient instationnaire. Des visualisations indiquent tr~s nettement la formation
d'ondulations qui s'amplifient vers l'aval. Corr~lativement, la mesure de la vitesse en
un point montre une variation sinusoldale quand 1'6coulement devient instationnaire (fi-
gure 1) . En fait, les observations exp~rimentales de SCHUBAUER et SKRAMSTAD ont confirm6
lea r~sultats thdoriques avanc6s par TOLLMIEN et SCHLICHTING. Cette th~orie consiste a
analyser la stabilit6 de perturbations infinitdsimales de i'6coulement A I'aide des 6gua-
tions de NAVIER-STOKES lin~aris~es par la technique des petites perturbations.

on introduit la fonction de courant et on suppose que la perturbation qu'elle repr6-
aente est de la forme

().= e X e it rX-,,T

Lea perturbations de la vitesso sont alors donn~es par la partie r~elle de

u -

0

Dans lea formules ci-dessus, les longueurs sont rendues sans dimension par une lon-
gueur de r~f~rence 1 li~e A ld6paisseur de couche limite ;lea vitesses sont rendues sans
dimension par V 0et la fonction de courant par V 01.

eat i' -'r t - sont des grandeurs sans dimension gui caract~risent la perturbation

estl'apliudecomplexe, I. lA amplification 00 l'amortissement selon que t < 0 ou
> 0, -1 eat le nombre d' n e et wla pulsation.1

En reportant l'expression (1) dana lea 6quations de NAVIER-STOKES lindariades, on
obtient une 6quation pour l'amplitude rt appelde 6quation d'ORR-SOMMERFELD

(2) k4Y - 2~ 1 - ' - - iR (U -42 - ___ =
Y 2  'V2 . 1 3Y

oOi R cat le nombre de REYNOLDS form6 avec V et 1
0

R -Vol

et U(Y) est le profil de vitesse de l'6coulement de base dont on 6tudie la stabilit6
il convient de noter que dana cette th~orie la vitesse verticale de l'&coulement de base
est suppos~e nulle et que U est suppos6 ne pas d~pendre de X. La fonction U(Y) est une
donn~e du probl~me. Par exemple, dana le cas de la plaque plane, U)Y) eat le profil de
BLASIUS.
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Les conditions aux limites de l'6quation (2) sont celles d'adh~rence A la paroi
W u 0 on Y = 0) et de perturbations nulles a 1'ext~rieur de la couche limite
(u' 0, v' -~ 0 quand Y -~).Pour la fonction de courant, on en d~sduit

-4-=0 PourY = 0et Y -

Ainsi, ia solution ;(Y) de 1l6quation (2) est en g~n~ral =0, sauf pour des combi-
naisons particuli~res des param~tres ai t ' et R. Il s'agit d'un probl~me aux valeurs

propres qui a 6t6 r~solu par de nombreux auteurs pour une grande vari~t6 de profils tJ(Y).

Cette th~orie joue un r~le fondamental dans les 6tudes pratiques de contr~le de la
transition car c'est sur elle que repose is plupart des crit~res destin~s A pr'voir l'ap-
parition du r6gime turbulent. Ii est donc int~ressant de rappeler quelques r~sultats
essentiels.

Tout d'abord, ies r~sultats montrent qu'il existe on nombre de REYNOLDS critique en
dessous ducZuel tout2 perturbation est amortie. On en dtduit que sous l'effet de pertur-
Lations infinitdsimales, is transition ne peut se produire que pour des norr,:res du
REYNOLDS plus grands.

Porlapaqeplnle nombre de REYNOLDS critique R6ic c form6 avec la

vitesse ext6rieure A la couche limite et avec l'6paisseur de d~placement vaut 520 ; la
U x

:'aleur correspondante de Rx c e Icr est de l'ordre de 90 000.

Le nombre de REYNOLDS critique est tr~s sensible A is formne du profil U(Y) . En par-
ticulier, !'existence d'un point d'inflexion de is fonction 11(Y) rend l'6coulement plus
instable et le nombre dc REYNOLDS critique R6 c diminue ;c'est le css des couches ii-

mites soumises A des gradients de pression positifs. Pour le profil de d~collement de is
solution de FALKNER-SKAN, le nornbre de REYNOLDS critique R6 Irv aut 67.

La th~orie de l'instabilit6 montre aussi que les ondes de fr~quences diff~rentes
n'ont pas les m mes propri~t~s de stabilit6. Dens un diagranune (a r, R6 ) , on distingue
deux r~gions :l'une oi las ondes sont instables, l'autre oO elles soni stables ; elies
sont s~par~es par is courbe neutre. La disposition de ces regions montre que pour une
valeur donnde du nombre de REYNOLDS R6 I (sup~rieure A ia valeur critique), seules sont
instables les ondes dont les nombres d'ondes sont cornpris entre les valeurs ar1et OLr
de is courbe neutre. De is mgnie fagon, une onde de fr~quonce donn~e nest instable que
dans une certaine gamme de nombres de REYNOLDS.

PROFILS DE SIMILITUDE
Ue- k x' a,51

2___,_ H A 2 _!dUe IP=-0.1988
M .1 v vdx

sont constants

y/ =-0.1998 -0.10
- H= 4.03 A 0.4-

010 \ "

0.5 ~ 2.80 0 '

1 12.59 - ~ 0.2- \
2.22 - 7 /

0 . - U/Ue -o ----

0 0.5 1 10 10 0o
PROFILS COURBES NEUTRES

Fi. - Courbes neutres typiques - R~gion instable situ~e A l'int~rieur
de la courbe noutre

La forme de is courbe noutre d~pend beaucoup du profil U(Y) . Dans le cas du profii
de BLASIUS, la courbe neutre se referme pour Rl -. , . Au contraire, pour les profils

UMY aver point d inficxion (couches limites en gradient de pression positif) , ii existe
toujours une gamme de nombres d'ondes instables m~me pour un nombre de REYNOLDS infini
If fiure 2) (th~oreme de RAYLEIGH - Voi r SCHI.TCHTTNC1
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La phase initiale de la transition sur une plaque plane est donc le d~veloppement
d'ondes bidimensionnelles appeldes andes de TOLLMIEN-SCHLICITNG qui sont parfaitement
ddcrites par la th~orie de l'instabilitd lin~aire.

Ces rdsultats sont tr~s importants en pratique car c'est sur eux gue reposent les
crit~res de transition les plus sflrs utilis~s actuellement. N~anmoins, il est int~ressant
de danner une br~ve description des processus de transition qui4 font suite aux ondes de
TOLLMIEN-SCHLICHTING car les m~canismes observes ont une certaine analogie avec les ph~no-
m~nes de production de turbulence au voisinage de la paroi, en couche limite turbulente.

Les ondes de TOLLMIEN-SCH-LICHTING peuvent 8tre repr~sent6es par un syst~me de tour-
billons d'axe parall~le A l'envergure (HINZE, 1975). Initialement, ces tourbillons sont
parfaitemant rectilignes mais au bout d'un certain parcours, une 16g~re deformation ap-
Paralit et les tourtillons cessent d'8tre bidimensionnels (figure 3) . Sur les crates les
plus en aval, cette sinuosit6 induit une vitesse verticale positive (dirig~e de la paroi
vers la fronti~re de la couche limite) alors que, sur les cr~tes les plus en amont, elle
induit une vitesse verticale n~gative. La t~te (partie aval) des tourbillons d~form~s a
donc tendance A sdl1oigner de la paroi, alors gue la traine (partie amont) s'en rapproche.
Simultan~ment, la t~te se dirige vers des r~gions de vitesse moyenne plus 6lev~e et la
d~formatioi des tourbillons est accentu~e. Ces tourbillons subissent un 6tirement impor-
tant et donnent naissance a un systdme de taurbillons longitudinaux associds par paires
de signe oppose.

A ce stade, les taurbillans, bien que tr~s distordus, ferment encore une structure
tr~s r~gulidre. Pregressivement, une zone de fort cisaillement alU/ay est transpert~e de
plus en plus loin de la parei ; en m~ine temps, les profils de vitesse sont d~farm~s et
pr~sentent un point d'inflexion de plus en plus marqu6, ce qui favorise une grande ins-
tabilitA. Il faut neter 6galement que le cisaillement 3U/3Z devient tr~s intense, ce qui
peut cr~er des zones trds instables.

La t~te des tourbillons s'6l6ve jusqu'A des distances de lerdre de y/6 =0,6 - 0,8
o~a ii se forme une zone de ddficit de vitesse longitudinale. L'enregistrement de cette
vitesse fait apparaltre un pic tr~s violent dirig6 vers les faibles valeurs. Cette 6tape
est suivie de la formation d'un double pic (figure 4).

Corrdlativement, l'intensit6 teurbillonnaire augmente fertement. La figure 5
(KOVASZNAY et al, 1962) mentre las lignes de valeurs constantes de aU/ y, ce qui repr6-
sente approximativement la compasante suivant z du rotationnel. Les r~sultats de mesures
de vitesses des figures 4 et 5 sent ebtenus pour des valeurs fix~es de x et z pour les-
quelles on observe la formation d'un double pic (figure 5) ; les valeurs de D/&y sent
abtenues par diff~renciation des valeurs de U mesur~es simultandment A diff~rentes dis-
tances de la parei ; ces mesures sont r~p~t~es pour diff~rents instants t r~duits par
la pdriode T des andes initiales. En transformant le temps t en une abscisse x par une
sorte d'hypothdse de TAYLOR, la figure 5 donne l'image & un instant donn6 d'une coupe
de l'6coulement par on plan (x, y) passant par la t~te des tourbillons. Les vagues succes-
sives des zones da fort rotationnel peuvent s'organiser suivant plusieurs sch~mas mis en
Avidenca soit par l'exp~rience, seit par des simulations numeriques repasant sur la c~se-
lution directe des 6quations de NAVIER-STOKES (GILBERT-KLEISER) . Des th~ories non lin6-
aires d'intaraction entre las andes primitives sent d~velopp~es pour expliquer les m~ca-
nismes de passage A la transition aprds la phase des andes de TOLLMIEN-SCHLICHTING
(HERBERT, CRAIK).

La d~tail des 6v~nements conduisant ensuite A la turbulence est mains bien d~terminA.
II sarrble qu'il se farme un ensemble de tourbillans auteur de la zone de formation de
double pic oai des couches de cisaillement intense ant 6t6 cr66es. Cet agglem~rat de struc-
tures tourbillonnaires constitue un spot de turbulence dent les contours sent repr~sent~s
sch~matiquenent sur la figure 6. Ensuite, par contamination de l'6ceulament environnant
dO A des m~canismes d'entrainement et dlinstabilitA induite, les spots gressissent et la
couche limite finit par devenir entid rement turbulente. II ast A neter que las spots tur-
bulents apparaissent de fagon al~ateire aussi bien en temps qu'en espace (figure 7) . Des
exp~riances ont 6t6 rdalisdes pour contr~ler la formation de ces spots (COLES - SAVAS).
Des perturbations rdgulidrement espacdes en anvergura et imposdes a intarvalles de temps
bien d~finis crdent des spots ordannds ;quand les conditions de laexp~rience sent correc-
tement choisies, la couche limite deviant pleinement turbulente A une abscissa plus grande
qu'en transition naturella. Laexplicatian propos~a ast qua l'6panouissement des spots est
fortement contraint.

Mentionnons qua des axpdriences r~alisdes A la NASA LANGLEY ant mis an 6vidence es
r~ductions du frettement turbulent (GOODMAN - Figure 8) . A cotta fin, una rang~e do g~nA-
rataurs da spots turbulents (trous reli~s A des haut-parleurs) , judicieusement dispes~s
scloAi Ia direction transversale do l'6coulemant, est intreduite dans la partie laminaire
de la c-"che limita. Des (Achallas de turbulence plus faibles ant 6t6 enregistr~es dans "a
partia initiale do la couche limite turbulante. Certains auteurs qualifient la couche limite
ainsi perturb~e do couche linite "synth~tique" (THOMAS).
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K -ondezo ondes
21) 3 c3m~t

f_- D~formation des lignes tourbil-
lonnaires C

Fi. - Observation de la r~gion de tran-
sition A 1'aide de visualisatin-ns par fu-
m~es (d'apr~s KNAPP -t al) et allure de
l'6volution de la vitesse

a) dans la r6gion des ondes
b) et c) dans la r~gion des pics (voir

aussi figure 5)
d) dans la r~gion de formation des spots

turhulents
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Fig 5- igns 3so lors de la for- Fig. 6 -Vues de c~t6 et de dessus d'un spot
mation du second pic (KOVASZNAY et al) turbulent cr66 artificiellement dans une couche
A premier pic ;B second pi limite laminaire par une 6tincelle 6lectrique -

Li = 9 ms-1 (d'apr~s SCHUBAUER-KLEBANOFF) - Les
Vitesses in'iiqu4es caract~risent l'avancement
apparent des diff6rentes fronti~ires du spot tur-
bulent
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Fig. 7 -Transition laminaire-turbulent Fig. 8 -Contr~le des spots d'EMMONS
d'une couche limite de plaque plane - 6volution du coefficient de frottement
Evolution de la vitesse dans la zone de avec la fr6quence acoustique des gen6-
turbulence intermittente :d~veloppement rateurs de spots turbulents
des spots turbulents (dapr~s ARNAL et al.
1977)



22-6

2 065 q87 e

3 q575 0,65

A-- C* q/

0,5q

0,5~C --. 1

a) Distribution de la vitesse ext~rieure

d~duite de la pression statique a la paroi0 : 0 a0a

b) Profils de vitesse dans la couche limite

6's ~~1O[ogE 62 = , M

X,C 0675 C.: 50SC ,m

XC =96

) C = 3 G.,O 0 z05-O8

X,P 05 25 c.. ?o Y= 05non

A ~ X/C=.875

Y4C=.825

""

-60.W~rv, X/C=.73

Xf7 6 5

c) Evolution de la vitesse y =0,5 mm 100 70W 3 0Y'f 40(V

d) Evolution du spectre df. ergie de la
fluctuation longitudinale de vitesse
y = 0,5 mm

Fig. 9 - Transition avec gradient de pression sur profil ONERA D (COUSTEIX-PAILHAS,
1979) - a= 0 U0 = 24 ms-I c = 200 mm

Le processus de transition qui vient d'8tre d~crit ne s'applique pas A tous les 6cou-

lenients. Par exemple, dans le cas d'une coucho limite se ddveloppant avec un gradient de

pression suffisamment intense pour conduire au d6collement de la couche limite laminaire

(COUSTEIX - PAILHAS), il semble que le processus de transition conserve une structure

assez bien ordonn~e jusqu&A un stade avanc6 car l'analyse spectrale de la vitesse indique

le d~veloppement d'un spectre de raies avec des harmoniques et des sous-harmoniques du

fondamenta. (figure 9). Ndanmoins, dans ce cas, les calculs de stabilit6 lin~aire sont

en-tr~s bon accord avec l'exp6rience lorsque les ondes instables sont ddcel~es.

Dans le cas d'une couche limite sur une paroi concave, la premi~re phase de transi-

tion est la formation de tourbillons de GORTLER d'axe longitudinal dont la pr6vision ne

rel~ve plus de la th~orie des ondes de TOLLMIEN-SCHLICHTING mais d'une th~orie de sta-

bilit6 voisine dans laquelle la forme des ondes est adapt~e au probl~me (FLORYAN - SARIC).

Dans d'autres cas, le stade d'instabilit6 est pratiquement inexistant. Ainsi, lo.:sque

la couche limite laminaire est perturb6e par un 6coulement ext6rieur fortement turbulent,

des spots turbulerts peuvent se former bien qu'apparemment, 1l6tape des ondes de TOLLMIEN-

SCHLICHTING ne joue pas de r~le. De fait, lorsque des perturbations de forte amplitude

sont introduites dans la couche limite, le nombre de REYNOLDS de transition peut Atre

inf~rieur au nombre de REYNOLDS critique (ph~ncm~ne de "by-pass" suivant l'appellation

de MORKOVIN).
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2.2. Couche linite turbulente

Giobalement, la couche limite turbulente est caract6risde par l'existence de deux
couches :l'une au voisinage de la paroi et l'autre qui occupe physiquement la plus grande
partie de la couche limita dans sa rdgion extdrieure. La rdgion de paroi est caract6ris~e
par l'6chelle de longueur visqueuse v/U T(v = viscosit6 cin~matique, U- = vitesse de frot-

tement, U_ (T /P) 12) et la rdgion extdrieure est caract~ris~e par l'6paisseur de la
I p

couche limite 6.

Les &changes d'6nergie A l'intdrieur de la couche linite peuvent d'abord 6tre ana-
lys~s A ]Aaide de la ddcomposition classique de la vitesse en une composante moyanne
et une composante fluctuante. Ld6nergie cin~tique totale est alors la somme de lo&ner-
gie cindtique du mouvement moyan K at de l'6nergie cindtique du mouvement turbulent k.
La couche limite 6tant aliment~e par l'6coulement mayan, une partie de l'6nergie K est
convectde par le mouvement moyen. Une autre partie est 6ventuellement produite (ou d6-
truite) par le travail de la pression (terme en U dp/dx) . Une troisi4me partie de lo6ner-
gie K est transf~rde par las mouvements turbulents depuis la rdgion externe vers la r6-
gion interne, Enfin, dans la r~gion interne, un 6ehange dd6nergie entre le mouvement
mayan et le mouvemant turbulent s'op~re saus 1'effet du travail de la tens'-on turbulente

apparente - <u'v> 3U; dans la couche limite, ca terme est gdndralement positif et corres-

pond & la crdation d'6nerqia k aux ddpens de 1'6nergie K. La production d'6nergie de tur-
bulence s'affectue essentiellement dans la rdgion interne (y±+ < 50) et atteint son maximum
autour de y~ 10. L'6nerqie turbulente ainsi cr66e est en grande partie dissipde loca-
lament at se trouve donc transformde en chaleur sous i'effet du travail de ddformation
des fluctuations des tensions visqueuses. Enfin, une grande partie de l'excddent dd6ner-
gie k est transf~r~e vers la r6gion ext~rieure de la couche limite par suite des mouve-
ments turbulents. Bien qua la ddcomposition en grandeur moyanne at turbulente soit tout
& fait artificiella, la description prdcddenta montre las interactions entre las r~gions
externe at interne.

Dans la region externe, las transferts spatiaux de quantit6 de mouvament moyanne se
font easentiallement sous l'action de la turbulence refldtde par la tension turbulante
apparente - ,) <u'v'> car la tension visqueuse 4ii U/Dy) y est comparativement tr~s faible.
Aussi, la rdgion externe ast dite pleinement turbulente mais la viscosit6 y joua cependant
un grand role par son effat dans le ph~nom~ne de dissipation. Dana la rdgion interne, la
viscosit6 joue un r6le plus direct sur le comportement de la vitesse moyanne qui obdit A
la loi de paroi U+ f(y+) (U+ = U/U T y + yU /v). Catte loi de paroi tend vers une for-

+ 1 + -r+
me logarithmique U =-ln y + C (X 0,41 ;C = 5) lorsque y > 40. Cette axtrdmit6 sup6-

rieure de la r~gion interne eat la region de recouvrement avec la forme ddficitaire qu'on
utilise pour 6tudier la region externe at qui prend dans cette rdgion de recouvrement une

forme logarithmique a = _ I ln + D o6i D eat un coefficient ddpendant des conditions
U T o

d'6volution de la couche limite.

La description globale de la couche limite turbulente eat utilemant compldt~e par
ld6tude de la rdpartition spectrale de ld6nergie en un point de la couche limita. Cetta
rdpartition eat li~e A la fois A des 6chelles locales lides A la position du point dana
la couche limite at A des 6chelles plus gdndrales telles qua l'6paisseur de la couche
limite ou lea 6chelles caractdristiques de la dissipation. Ainsi, PERRY at al proposent
pour la fluctuation longitudinale de vitesse dana la rdgion turbulente de paroi une d6-
composition du spectre gui fait intarvanir plusieurs domaines :vers las faibles nombres
d'ondes (associ~s aux plus grosses structures turbulentes) , las 6chelles sont lidas a la
r~gion externe ( 1 6) ; las plus grands nombres d'ondes (associ6s aux petites struc-

tures) sont reaponsables de la dissipation caractdris~e par lea 6chelles de KOLMOGOROV
form~es A partir de la viscosit6 v at du taux de dissipation E d'6nergie cindtique tur-

bulente ; chacune de ces rdgions extr~mea du apectre se recouvre avec une rdgion inter-
m~diaire oQi lea 6chelles reprdsentatives sont lides A la r~gion interne de couche limite.

Jusqu'A pr~sant, seules las caractdristiques statiatiques de la coucha limita ant 6t&
consid&4~es at il convient de prdciser notamment las mdcanismes gui donnent naissance A
la turbulence ou qui la r6gdn~rent. Depuis une trentaine d'ann~es, de gros efforta ont
6t6 rdalis~s pour tenter d'axpliquer ces phdnom~nes mais, pour l'inatant, aucun sch~ma
ne fait l'unanimit6. Lea r~sultats qui 6mergent sont la reconnaissance de structures
quasi coh~rentes qui composent la caucha limita mais le lien at la dynamique gui lea
animant na sant pas encore 6tablis.

Huit catdgorias de structures quasi cohdrentes ont 6t6 recens~es exp~rimentalement
(KLINE) . Pr~s de la paroi, des lani~res longitudinales de faible vitassa ont 6t obser-
v~es dans de nombreuses exp6riences (KLINE at al) ;laur espacament mayan ast exprim6
an unit~s de parois at eat de l'ordre de 100 ; laur 6tendue longitudinala eat tr~s grande,
de l'ordre de 1 000 ; on las observe antre la paroi at une distance de la paroi 6gale a

Y+=40. La vitessa dams cas bandes eat de l'ordra de la moiti6 de la vitassa moyanna
locale at dans las bandes adjacentes A granda vitesse, ella est environ une fais et demi
la vitesse moyanna locale.



Les lani~res A faible vitesse migrent d'abord lentement vers 1lext~rieur de la couche
limite puis un mouvement ascendant plus prononc6 se dessine ; on observe alors une oscil-
lation assez violente qui est suivie d'une rupture de la structure associ~e A l~a formation
de mouvements A plus petite 6chelle. L'ensemble de la s6quence de soul~vement, 6jection
et rupture est connu sous le nom de "bursting". Ces ph~nom~nes sont particuli~rement im-
portants car uls correspondent a environ 70 % de la production de turbulence.

Il semble en fait qu'un "burst" puisse se composer de plusieurs phases d'6jection.
D'apr~s BOGARD et TIEDERMAN, l~a distinction entre "burst" et 6jection est essentielle.
Un "burst" est d~fini comme 1l6clatement d'une seule lani~re A faible vitesse d~tect6
dans l~a sous-couche visqueuse, nais cet 6clatement produit plusieurs 6jections de portions
de fluide A faible vitesse qui s'6cartent de l~a paroi. En g~n~ral, un "burst" contient plu-
sieurs 6jections assez rapproch~es. D'autre part, l'6clatement en petites structures se
poursuit au fur et A mesure que le fluide A faible vitesse s'6l1oigne de l~a paroi, si bien
que le nombre d'6jections augmente avec la distance A l~a paroi.

Un autre 6v~nement bien identifi6 est li6 A l'existence de structures A relativement
gran-je vitesse qui ont un mouvement descendant qui vient balayer l~a paroi.

Souvent, l~a formation des lani~res A faible vitesse et des regions A haute vitesse
a 6t4 attribuie & l'action de structures tourbillonnaires. Il est vrai que des sLructures
de ce type ont 6t6 clairement mises en 6vidence mais l~a relation de cause A effet sur une
rdalisation particuli~re de 1'6coulement ne semble pas avoir 6td d~montr6e. En outre, dans
certaines 6tudes, les structures tourbillonnaires sont le r~sultat d'une 6tude statistique
de 1l6coulement et il se peut fort bien qu'une description statistique de 1'6coulement ne
refl.~te pas parfaitement l'organisation r~elle de ce dernier. Plusieurs types de struc-
tures tourbillonnaires ont 6t6 sugg6r~s :tourbillons longitudinaux, tourbillons en fer A
cheval, tourbillons en 6pingle A cheveux, tourbillons en anneau. Ces diverses structures
ont 6t observ~es A laide de visualisations, de mesures de corr~lations ou d'analyses
61abor, es connie celle de BAKEWELL et LUMLEY qui ont d~duit lVexistence de tourbillons loin-
gitudinaux A ilaide de mesures de turbulence et notamment de corr~lations spatio-temporelles
associ~es A une techn'ique de d~composition en fonctions orthogonales propres. Il convient
de signaler 6galement quE les simulations num~riques directes, m~me si elles sont r6alis~es
A des nombres de REYNOLDS relativenent faibles, pernettent de bien 6tudier tous ces pro-
bldnes.

Hornis les quatre types de structures d~ja &voqu~s, d'autres 6v6nements caract~ris-
tiques ont encore 6t mis en 6vidence. Dans les regions internes de l~a couche limite, des
zones de cisaillement intense ont 6t observ~es ; elles sont caract~ris~es par un taux
de cisaillement plus 6lev6 que le taux local moyen et qui provient soit d'une composante

intense ou d'une composante - u intense. Naturellement, des zones de ce type sont sus-

ceptibles d'entrainer des instabilit~s conduisant a l~a formation de structures tourbillon-
naires. BOGARD et TIEDERMAN ont montr6 que ces zones de cisaillement suivent l~a fin d'une
s~quencc caract6ristique d'un "burst".

Les techniques de visualisation A l'aide de traceurs ont r~i' .4, pros de l~a paroi,
des poches dans lesquelles les particules ne p6ndtrent pas. Des exp6riences r~p~t~es ont
toujours mis en 6vidence ces poches mais leur origine et leur J .erpr6tation restent floues.

Les visualisations montrent aussi l'existence de mouvements A grande 6chelle dans l~a
region externe de l~a couche limite. Ii s'agit 1.A certainement de l'observation l~a mieux
connue et l~a plus facile A r~aliser. Ces structures d~limitent l~a fronti~re instantan~e
de la couche limite, c'est-A-dire l~a separation entre l'6coulement irrotationnel et l.'6-
coulement de couche limite. Le long de cette fronti~re, 11 existe une tr~s mince couche
visqueuse appel.~e parfois super-couche visqueuse (viscous super-layer) A travers laquelle
l'6coulement p6n4 tre dans l~a couche limite et devient irrotationnel par l'action de l~a
ViScosit6 (TOWNSEND). tine estimation des diff6rents termes de l'6quation pour lVintensit6
de fluctuation du tourbillon montre que l~a viscosit6 ne peut Atre efficace gue si l'6pais-
seur de l'interface est de l'ordre de grandeur de l.'6chelle de longueur de KOLMOGOROV,

3/4 1/4
c est-A-dire v /E TOWNSEND en d~duit aussi que l~a vitesse de d~placement de l'inter-
face, relativement au fluide et normale A l'interface, est de l'ordre de V d= (V14

Ainsi, on peut cor-d~rer que le m~canisme d'entrainement du fluide irrotationnel danc
l'6coulement turbulent de couche limite est le pendant de celui qui conduit A l~a dissi-
pation d'6nergie cin~tique de turbulence pour les fines structures.

La vitesse de d~placement V d s'ajoute A celle du fluide, si bien que, compte tenu

des fluctuations de vitesse, l.interface prend une forme extramement irr~gulidre qui aug-
mente le taux d'entrainement de fluide irrotationnel dans l~a couche limite. Exp~rimenta-
lenient, il a 6t6 montr6 que ce taux d'entrainement ne d6pend pas de l~a viscosit6 du fluide
mais il est plut~t reli6 aux param~tres d~finissant les grosses structures de l'&oule-
ment. TOWNSEND propose une explication par une sorte de cascade inverse suivant laquelle
les fluctuations de tourbillons sont transmises depuis des petites structures, dont l~a
taille est donn~e par l'6chelle de KOLMOGOROV, vers des structures plus grosses.

L'entrainement de fluido dans l~a couche limite est un 6l6ment essentiel gui participe
A lVensemble des mouvements turbulents mais les grosses structures de l~a r~gion externe
ne sont pas le lieu d'une production de turbulence tr~s intense.
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La face amont de ces grosses structures est le si~ge d'un autre 6v~nement caract&-
ristique qui est l'existence de quasi-discontinuit~s de la vitesse ; elle sl~tend sur
pratiquament toute l'6paisseur de la couche limite et son 6chelle de grandeur est donc de
cet ordre. En moyenne, l'inclinaison de cette face par rapport A la paroi est voisine de
12 A 18 degr~s ; le rotationnal et le cisaillement y sont tr~s intansas. D'apr~s FALCO,
catte face est marquee par un ensemble de tourbillons typiques.

ipobnseur moyenne

400 ~ de coutce lmt
/t~ front de vftesse Iev~e

0 tou.rbilton

.~rigion irrototiornetle

400
- - 3 rigion de foible vitesse

0 E ctvitide to riion de poroi

F fux entrQasi dat-is to coudte
400 \ Unite

0  ie t ionC j~
400,

nouvecu tourbilo Circultton

400j

Fig. 10 -Cycle de production de turbulence 6volution dans un syst&me entraln6

avec 1'6coulemant (PRATURI et BRODKEY)

Las r~sultats portant sur la d6tection des structures turbulantas ont conduit A de
multiples interpr~tations des liens pouvant exister entre las diff6ronts 6v~nements ca-
ract~ristiques. L'une d'elles a 6t propos~e par PRATURI et BRODKEY qul ont utilis6 un
syst~me de visualisation st~r~oscopique avac une cam6ra qui se d~place en suivant l'6cou-
lement. Las principaux ph~nom~nes observ~s sont r~sum6s sur la figure 10. Dans un systlme
d'axes mobile, an prenant una origine des temps arbitraira, on observe d'abord una zone
de fluide A grande vitesse dirig~a vars la paroi. L'interfaca avec la fluida plus lent
ast instable at il se forme une zone tourbillonnaire qui, tout an grossissant, ast con-
vect~e vers l'aval at 16g~rement vers l'ext~rieur de la coucha limite ;catta phasa ast
associ~ea Acalle d'6jection da fluida A ralativement faibla vitassa. La zone tourbillon-
naire s'6carta de la paroi, cr6a one protub6ranca dans l'intarface entra le fluida irro-
tationnel at la coucha limite at induit aussi un mouvament de fluide vars la paroi (sur
la figure, ce mouvamant apparalt dirig6 vers l'amont a cause de la vitesse du syst~me
d'axas). Ensuite, le cycle se r~p~te.

Il faut bian notar qua 1'anchainement des 6v~namants d~crit ci-dassus n'est qu'una
hypoth~se car las techniques de d6tection utilis~es ne parmattant pas d'&tablir claire-
ment las relations spatlo-tamporelles entre las structures, ni las liens de cause A affat
at la dynamique qul las reliant. La probl~ma important gui sa pose est celul de l'interac-
tion entra las 6v~nements lies A la r~gion de paroi at ceux li6s A la r6gion axterna. De
nombreuses exp~riences ont clairement montr6 qu'il n'y a pas une dominance de l'une des
r~gions par rapport A l'autra, clest-A-dire qua des perturbations introduites dans l'una
quelconque de ces zones agissent sur l'autra. Capendant, l'interaction sembla 9tre rala-
tivement faible at, de ce fait, las temps gui la caract~risent sont assaz longs.



3 -CONTROLE DE LA TRANSITION LAMINAIRE - TURBULENT

Les questions pos~es vis-&-vis de la reduction de la traln~e de frottement par aug-
mentation du parcours laminaire sont multiples. Il ne suffit pas en effet de rechercher
le parcours le plus long possible car le maintien d'une couche limite laminaire n'a pas
que des avantages. Par exemple, il est bien connu qu'une couche limite laminaire d~colle
plus facilement sous l'effet d'un gradient de pression positif qa'une coucne limite tur-
bulente et il s'ensuit que la traln~e de pression peut augmenter. Ainsi, Sur un cylindra
circulaire, le passage du rdgime subcritiqua au regime suparcritique li6 au passage d'un
d~collement laminaire A un ddcollement turbulent conduit A un gain de tralnee appr~ciable
par suite d'une diminution de la trainee de pression. Sur un obstacle profil6 tel qu'une
sule, il est claIr que l'optimisation se pose en termnes diff~rents mais il taut garder
A i'osprit que de nombreux el~ments intarviennent pour d6finir one aile "laminaire". Ici,
seuls seront 6voqu~s les moyens pour maintenir le regime laminaire.

En 6coulement bidimensionnel, la th~orie de la stabilit6 des couches limites laminai-
res est largement utilis~e pour r~aliser ces &tudes. Elle est A la base de is construction
de critdres de transition qui permetteit de d6terminer le d6but de la zone de transition.
La crit~re d~velopp6 par SMITH-GAMBERONI, 1956 et VAN INGEN, 1956 repose sur le caicul du
taux d'amplification totale maximum des ondes de TOLLMIEN-SCHLICHTING les plus 'nstsbles.
On d~finit d'abord le taux d'amplification totale d'una onde de fr~quence donn~e

A0  a . dx
0

ca A est le coefficient d'amplification locale de l'onda 6tudi~e et x0est lsabscisse du

point & partir de laqualle elle deviant instable. En calculant i'6volution des taux A/A0
pour laensembla des ondas instables, on determine ensuita lanveloppe des diff~rentes

courbas, ce qui d~finit le taux d'amplification totale des ondas les plus instabies

n =in(-_ ) (figure 11). La crit, re, 6tabli empiriquement, stipule que la transition seA max
produit Olorsqua le taux d'amplification n atteint une valeur critique n T' Dsapr~s des

r~sultats expdrimentaux reatifs A la couche limite de plaque plane, MACK a propos6 de
tenir compte de linfluenca du taux de turbulence Tu sur la valaur de n T A l'aida de la
formula

(3) n T =-8,43 - 2,4 in Tu

avec Tu =((<u'
2 > + <v'

2>a + <w'2>a )/3 U2)1 2  oia lindice a se r~fdre A l'6coulament
e!xt6rieur. eee e

Faute de mieux, le crit~re (3) est utilis6 mame an pr~sence d'un gradient de prassion.

Ln A et n
A0  - Ln(A/Ao)

10 4 Ln(A/A) =n

max

0.3 0'

0.
0 1000 2000 3000 4000

Fig. 11 -Couche limite laminaire de plaque plane - Courbes d'amplification totale
A fr~quenc _ donn6e
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Fig.12 -Transition en gradient de pression Fig. 13 - Transition en gradient de pres-
positif (9, m exp6riences ARNAL et al, sion n6gatif-(dapr~s BLAIR et al)
Tu =0,15 %, - m6thode int6grale) (0 Tu = 1 10-2, 0 Tu = 2 10-2, - 6

thode int~grale)

La comparaison de ce crit~re aux experiences effectudes en souffleries donne de tres
bons r~sultats. Une technique de ce type a 6t6 utilis~e par ARNAL pour calculer le d6but
de la transition ; en outre, pour calculer la r~gion de transition, une m6thode de pond6-
ration des propridt6s d'une couche limite laminaire et d'une couche limite turbulente a
et6 rnise au point. Les figures 12 et 13 montrent un tr~s bon accord calcul-exp6rience,
que ce soit en pr6sence d'un gradient de pression positif (figure 12) ou n6gatif (figure 13).

En vol, les previsions sont plus incertaines car le taux de turbulence est en prin-
cipe nul. Souvent, les calculs sont r6alis6s avec une valeur-de nT de l'ordre de 10, ce

-4 T
gui correspond A un taux de turbulence fictif voisin de 5 10.

Pour les 6coulements transsoniques, l'extension de cette technique a 6t6 discuL~e
r~cemment par ARNAL, 1988.

D'une fago. g6n~rale, pour un 6coulement bidirnensionnel, l'augmentation du parcours
laminaire est r~alis~e de fagon naturelle A l'aide de gradients de pression n6gatifs qul
ont la propridt6 de stabiliser l'6coulement vis-A-vis de la transition. Cette propri6t6
est clairernent mise en 6vidence dans la th~orie de stabilit6 autant par laugmentation
du nombre de REYNOLDS critique que par l'affaiblissement de l'amplification des ondes.
L'exp6rience confirme aussi ces tendances.

Actuellement, des efforts importants sont consacr6s au maintien du r6gime laminaire
par aspiration pari6tale. Cette voie de recherche avait 6t6 tout particuli6rement d6ve-
lopp~e par PFENNINGER et elle a requ un regain d'int6r~t avec l'arriv~e de technologies
nouvelles permettant de fabriquer des parois poreuses ayant une qualit6 de surface excel-
lente.

RESHOTKO analyse l'effet de l'aspiration pari6tale en m~me temps que celui de la tern-
p~rature de paroi en 6crivant l'6quation de quantlt6 de mouvement A la parol

Pv- d - -T - . = A u
Pp dT 3y J y x a~ y2j

Cette 6quation montre que l'aspiration A la paroi (v p< 0), le refroidissement de
la paroi dans l'air (!-k > 0 ; -LT>0 usncafaedn 'a ( q- < 0 ; DT~ < 0) et

dT y dT 'y

les gradients de pression n~gatifs sont des param6tres qui contribuent A rendre negative

la d~riv~e seconde u Pour un profil de vitesse donn6, ils ont donc tendance a' suppri-

mer le point d'inflexion du profil lorsque celui-ci existe ou tout au momns A retarder
son apparition. Or, la th6orie de stabilit6 des couches limites laminaires i.1dique qu'il
s'agit d'un facteur favorisant le d~veloppement des instabilits. Par cons~q -nt, l'aspi-
ration, les gradients de pression n~gatifs ou le refroidissement de la parol (dans l'air)
contribuent A itabiliser la couche limite vis-A-vis de la transition.

Pour une distribution donn6e de la pression, sur paroi athermane par exemple, le
m6canisme de stabilisation par aspiration est renforc6 par la r~duction de l'6paisseur
de couche limite et donc du nombre de REYNOLDS associA.
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Les taux d'aspiration n~cessaires A mettre en jou sont faibles. Consid~rons une plaque
plane A la surface de laquollo on effectue une aspiration uniformo r~partie sur la totalit6
de la plaque. Les calculs de stabilit6 indiquent que, pour maintenir le nombrf' de REYNOLDS
partout inf~rieur au nombre de REYNOLDS critique, il suffit d'un taux d'aspiration v /U

-4 p e
de l'ordre de 1,2 10 (SCHLICHTING). Dans ces conditions, le gain de train~e par rapport
A un 6couiement enti~rement turbulent est environ 70 % pour un nombre de REYNOLDS form6
avec la longueur L de la plaque, R L= 2 106 et 80 % pour R L = 107 L'aspiration apparalt

donc commo un proc~d6 tr~s efficace pour maintenir le r~gime laminaire. Des limitations
peuvont cependant apparaltre si la vitesse d'aspiration a travers les trous de la paroi
poreuse devient trop forte, ce qui conduirait A un d~clenchement intempestif de la tran-
sition (FAVRE et al).

Commo il a d~jA 6t6 examin6, un refroidissement de la paroi dans le cas d'un 6coule-
ment d'air a tondanco A am~liorer la stabilit6 do la couche limite. Ici, le m~canisme
agissant est la variation do la viscosit6 en fonction de la temp~rature. Ce proc~d6 semble
tr~s officaco dans le cas de la plaque plane ou avec gradient de pression n~gatif. Pour
la plaque plane, 1e nombre de REYNOLDS critique form6 avec l'abscisse x de d~veloppement
do la couche limite passe de 105 a 107 lorsque le rapport de la temp~rature de paroi Tp
A la temperature d'6quilibre adiabatique T vanie de 1 A 0,8. Par contre, le refroidissement
do la paroi devient inop~rant d~s que la c~uche limite est soumise A un gradient de pres-
sion positif un peu intense car l'effet d~stabilisant du gradient do pression l'emporte
rapidement.

a)

0 J Fig. 14 - Transition sur aile
c6 1E en fl~che infinie (d'apr~s SCHMITT

-Cs1 00 Jr 5r 'A et MANIE, 1979)

1 ~ _ - 0.5

0
0 0.5 1 0 30 -w P()60

a) Distribution de prossion A l'intrados de lailo (a n= 60 - ailo A profil constant)

b) Evolution de la position de transition pour diff~ronts nombres de REYNOLDS Rcn

En 6coulement tridimensionnol, los phE~nom~nes de transition sont plus complexes. Exa-
minons par exemple l'ecoulementsur aile en fl~che 6tudiA par SCHMITT-MANIE (figure 14)
L'6volution de la transition est analys~e sur l'intrados de l'aile pour une incidence
normale de 60. A faiblo nombro de REYNOLDS, la transition est sitlue au voisinage du
d~collement de la coucho limito laminaire. Lorsque la fl~cho augmente, la transition
avance d'abord lentemont et, soudainement, elle se place assez pr~s du bord d'attaque.
L'avanc~e de la transition se produit pour une fl~che d'autant plus faible que 1e nombre
do REYNOLDS est plus grand. Ce ph~nom~ne peut A premi~re vue sembler 6tonnant car la tran-
sition so produit dans une r~gion oQ~ la vitesse augmente le long de la ligne de courant
1e gradient de pression dans cetto direction est n~gatif et, dans de telles conditions,
une couche limite bidimensionnelle rosterait laminaire. Ici, lorigine do la transition
reside dans l'amplification d'instabilitds dues A la pr6sence d'un 6coulement transversal.
Pour caract~riser 1e d~but do transition dans do tolles conditions, ARNAL, HABIBALLAH et
COUSTOLS ont propos6 une am6lioration du crit~re do BEASLEY A laide d'une corr~lation
entre le facteur do forme H do l'6coulement longitudinal et 1e nombre do REYNOLDS R62

u 6 frm6 aec 1'paissur 6 dy hoe A l-6coulement transversal (figure 15).
0 e

Fig. 15 -Crit~re do transition par instabilit6

transversale (d'apr~s ARNAL et al, 1984)
o, e, M , exp6riencos
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Sur aile en fl~chc, un troisi~me processus de transition peut se manifester. Il s'agit
de la contamination do bord d'attaque :la couche limite turbulente du fuselage d6clenche
la transition de la couche limite qui se d~veloppe sur le bord d'attaque et qui, a son
tour, d~cilenche la transition sur 1'aile. Un crit~re simple indique que cette forme de
transition risque de ce produire ilorsquE Ie nombre de REYNOLDS W e 0 1/v form6 avec la vi-

tesse ext~rieure W ele long du bord d'attaque et 1'6paisseur de quantit6 de mouvement 01
de la couche Iitmite est sup~rieur A 100 . Le risque est d'autant plus grand que la f 16che
est plus 6Iev~e et que le rayon de bord d'attaque de l'aile est plus important. Divers
rnoyens passits ont 6te' en~visages pour retarder l'apparition de cette forme de transition
(SEYFANG) :ces dispositifs sont constitu~s de modifications locales de la g~om~trie au
voisinage do l'emplanture.

C 
L

- -5 1 S
Fig. 16 -Influence de l'aspiration sur l'6volution

de la position de transition, pour une distribution
de vitesse donn~e

Sur aile en fl~che, l'aspiration pari~tale apparalt connie un proc~d6 efficace de

retarder la transition. ARNAL et al ont 6tendu les crit~res de transition pour tenir compte
de l'effet d'aspiration. Un exemple d'application est donn6 sur la figure 16. Pour un
taux d'aspiration donn6 S, la transition se produit par suite du d~collement laminaire
(DL) lorsque le nombre de REYNOLDS est faible. A plus grand nombre de REYNOLDS, l'insta-
bilit6 de l'6coulement longitudinal (L) provoque la trrnsition gui avance ensuite pour
des nombres de REYNOLDS encore plus grands par l'effet de l'instabilit6 transversale (T).
oobserve que si le taux d'aspiration est suffisamment intense, la couche limite reste

laminaire sur un parcours tr~s int6ressant.

Les possibilit~s offertes par laspiration pari~tale alli~e A la definition de formes
de profils dWailes sp6cialement concues pour optimiser le parcours laminaire font l'objet
de nombreuses 6tudes. Ainsi, PFENNINGER et al ont cherch6 A dessiner des ailes supercriti-
ques en am~nageant des zones d'aspiration dans les regions particuli~rement sensibles A
la transition et en r~duisant le rayon de bord d'attaque de fagon A 6viter la contamina-
tion ; ils aboutissent d des formes de profils peu conventionnelles gui assurent de bonnes
qualit~s de laminarit6.

4 - MANIPULATEURS INTERNES :PAROIS RAINUREES OU "RIBLETS"

Comme on l'a vu au paragraphe 2, la turbulence gui semble A premi~re vue 8tre un ph6-
nom~ne al~atoire est en fait constitu~e d'un ensemble de m~canismes bien identifi~s et
organis~s. M~me si le lien entre las diff~rents 6v~nements caract~ristiguas r6pertori6s
dans la couche limite est loin d'8tre 6tabli, il s'agit 1A d'une vision de la turbulence
qui 6tait loin d'6tre soupgonn~e dans la plupart des premi~res 6tudes sur la couche limite
turbulente.

La prise de conscience de l'organisation de la turbulence a conduit A essayer d'agir
sur sa structure en vue notamment de r6duire la train~e de frottement. En admettant que
la production de turbulence r~sulte d'un processus cyclique, on peut esp~rer la r~duire
en rompant ia cycle par quelque proc~d6 que ce soit.

Pendant longtemps, on a cru qua le meilleur moyen de minimiser le frottement turbulent
6tait de rendre la paroi aussi lisse que possible (hydrauliquement lisse). Il est clair
qua cela vaut mieux que d'avoir affaire A une paroi compldtement rugueuse mais l'emploi
de certains types de parois non planes s'est r~v616 int~ressant. Ainsi, LIu et al furent
I-q ---rricrz A r~uli6 r (1--6 iseuret sur une surface yarnie l.e Lines ailettes rectangulaires
align6es dams la direction de l'6coulement Pxt~rieur ; n terme de variables de paroi, les
caract~ristiques 6taient pour la hauteur h+ =hU T/v "'45-11 et pour l'espacement s+ = sU /V

% 190-373. Ils observ~rent une r~duction de 20 A 25 % du taux de bursting et une r~duction
globale de train~e de l'ordre de 3 %. Depuis, diff~rentes formes de surfaces non planes
ont 6t essay~es. Quelques-unes sont d~crites dans la suite.
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4.1. Performances globales

Un grand nombre de mod~les ont 6t6 essay~s a la NASA LANGLEY (voir, par exemple, BUSHNELL,
1985, WILKINSON et al, 1987). Certains ont 6t usin6s dans des plaques en aluminium, d'au-
tres se pr~sentent sous la forme de feuilles de vinyl colles directement sur la paroi.
Cette solution est particuli~rement attrayante car elle permettrait d'6quiper des avions
existants ; leur 6tat de surface est tr~s r~gulier et des essais en vol ont montr6 de tr~s
bonnes qualit~s pour un usage intensif (maintenance, r6sistance, d~gradation aux rayons
ultra-violets, ... ).

La figure 17 montre quelgues-unes des formes essay~es A la NASA. L'6valuation des va-
riations de train6e a 6t6 effectu~e en 6coulement uniforme par pes~e directe de la surface
manipui~e. Les mesures ont 6t6 r~alis~es A faible vitesse.

3033

© F~2 © h+ 20 -- 21 ..
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Fig. 17 - Diff~rentes g~om~tries de

"riblet" essay6es & la NASA LANGLEY 'Fig. 18 - R~ductions de train6e pour des mod6-

les de type A (cf figure 17) - Dimensions des

mod~les donn~es dans WALSH, 1982

Avec les riblets en V sym6triques (mod~le A, figure 17) dans la gamme 0,5 < s/h < 4,5,
une reduction est observ~e si h+ < 25 ou s+ < 30 (fig. 18). Le gain de train~e maximum,
de l'ordre de 8 %, a 6t6 obtenu pour s+ = h+ = 12-13. En effectuant des essais A diff6-
rentes vitesses et avec des rainures de dimensions diff~rentes, il a 6t6 montr6 que les
longueurs h+ et s+ rendues sans dimension avec les variables de paroi 6taient bien les
param~tres de similitude A consid~rer. D'autre part, lorsque h+ < 15, la reduction de
train~e est peu sensible A h+, c'est-a-dire que pour une valeur donn~e de s+, les r6sul-
tats sont las m~mes quelle que soit la valeur de h+. Enfin, la longueur manipul~e ne semble
pas affecter le fonctionnement des riblets.

Il est A noter que la surface mouill6e est consia~rablement augment6a par rapport au
cas de la paroi lisse. Dans le cas h+ = s+ la surface mouili6e est multipli~e par 2,25
une diminution de tralnee de 8 % implique donc en fait que le frottement moyen en enver-
gure est divis6 par 2,43. En outre, cotta valeur r~sulte d'une mayenne car dans les val-
16es, la r~duction est plus consid6rable encore alors qu'au voisinage des crates, le frot-
tement local est augment6.

Parmi les autres g~om~tries de ribiets qui ont 6t6 essay6es, le mod~le C (fig. 17) avec
des pics tr~s ointus donne de bons r~sultats. Des gains de train6e de 7 % ont 6t6 enre-
gistr~s avec h = 8, s+ =16. Des rsu.ltats tou.L a fait comparables ont 6t6 obtenus par
BECHERT (fig. 19) . Par contre, les g~om~tries du type E avec des pics arrondis ne sont
pas favorables.

1.D - 00I

105[ 0

IFig. 19-R~ductions de traln6e pour des

40 5n mod~les de type C (figure 17) d'apr~s

S S ~ BECHERT (0 WALSH e BECHERT)



B~ien d'autres gdonetLiles ont 6t6 essaye± (WILKINSON et a!, IIECIERT) , y compris des
configurations tridimcnsionnelles. Jusqu'A prdsont, aucun gain supdrieur i 8 % n'a6t
obtenu.

Mentionn-ons 6galenent des travaux rdcerits effectuds on Union Sovi~tiquo par ENYUTIN
et al suir des parois rainurdes en gradient 6o pression nul. Pour !a gamme de h+ (ou s+)
exploredo, 2-45 (cu 2-55) , des rdductions maximales do 7-8 % ont 6t6 obtenues pour des
rainures do formeo triangulaire et de 7-9 % pour d'autres do forme roctangulaire.

Des essais on vol ont 6t6 ofoctuds dernidrement par la NASA LANGLEY sur un avion de
type LEARJET (WALSH et al, 1988). Diff~rents mod( 1es do riblets r~alis~s dans un rev~te-
mo1nt vinyl ont et6eossayds ; certains prdsontont m~me do fines perforations pour prondro
en cempte les fuites possibles (joints, rivets, ... ) on provenance 6o la cabino pressu-
risdo. Do fa ;on gondralo, los riblets "poreux" fournissent des performances comparables
aux riblets non perfords. Los variations du coefficient do trair6e ont 6tC- estimdes A par-
tir do mosures do profils do vitesse (poignes do couche limite) et do mesuros do train~e
directe (balance de train6e) . Des rdductions maximales do l'ordro do 6 % ont et6 enreqis-
trdes ; l nivoau do rdduction ost comparable A celui obtenu lors d'essais en vol prdc6-
cents par McLEAN et al.

Avec gradient do prossion, l'effot global des riblets est beaucoup momns bien connu
quo sur plaque plane. Des oxpdriences en vol sur une aile d'avion T33 ont 6t reportdos
par McLEAN et al qui ont 6valu6 l'effet des riblets par mesures do couche limit(-. Uno
partie de l'aile 6tait recouvorte do riblets, A partir do x/c = 0,07 et la transition
6tait d~clonchde A x/c = 0,05. L'estimation des variations do tralnde a 6t d~duite do
colles do ld6paisseur do quantit6 do mouvemont imesur~e d x/c =83 %. tine rdduction do
tralndo do frottemont do 6 % a ainsi 6t6 obtenue pour des valeurs deq- entro 10 et 15

(s +ost unoe valour inoyenne do s +car s +vanie d'environ un facteur 2 sur is coLrde do
lailo). En outre, en no couvrant quo los premiers 50 % do l'aile et par diffd-ronce avec
los r~sultats obtenus avec is couverture totale, l'effet des gradients de pression a oxer-
garit sur la partie arri~re do laile (x/c > 50 %) a pu 8tre estim6. La conclusion est quo
los riblets consorvent une bonne efficacit6 en prdsence d'un gradient do pression positif.
McLEAN et al ont 6galement 6tudi6 l'effet de ddrapage des riblets par rapport A 1'&coule-
mont. Ils trouvent quo pour un anglo do 150, los bdn~fices do train~e sont rduits par
doux. C--s r~sultats sent cohdrents avec c'eiix do WALSH at LINDEMANN (fig. 20).

Cx
13[ CX b~ * :L=0

1. 0 0 O

10 
6'

6b ~Fig. _ - Variations du coefficient
0.91 1 do tr ~e pour diff~rents angles do

0 10 20 30 40 50 60 d~rap _ h = 0,29 mm s = 0,47 mm
(WALSH et al, 1984)

Rdcemrnent, des essais sur profil d'ailo en 6coulement incompresible bidimensionnel ont
6t6 r~alis~s A l'ONERA/CERT (ces essais ont fait l'objot d'un projet do fin d'6tudes do
L. GUENARD et D. MCULINEC) . Le profil choisi est on profil LC106D do 400 mm do cordo. La
transition est ddclench~e pros du bord d'attaque avec un fil do diam~tre 0,6 mm plac6 A
x/c = 2,5 %.Los feuilles do vinyl rainur~es ont 6t6 coll~es sur one partie do l'extrados
entre x/c 20 % et xlc = 95 %. Entre xlc = 2,5 % et xlc = 20 % d'une part et entro x/c=
95 '4 Pt x/c = 1 d'autro part, une fooille lisse a 6t6 col~e (fig. 21). En outro, pour
faciliter i interpr~tation des r~sultats, is train6e a 6t6 d~termindo on apposant uno

fooillo de vinyl lisse A la place de !a 'Fruille rainur6o. L'6paisseor do la feoille lisso
est 0,1 mm et 1'6paisseur do la feoille raino:~e ontLra la surface pr~encoll~e et le creux
des riL-ets est do l'ordro do 0,15 mm.

lisse lisse ou "ribiet' 'sV

d ~c en chem ent

Fig. 21 - Profil d'aile LClOOD 6quip6 de feuilles do vinyl lisso et de feoilles
de "riblet"
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Pour les applications pratiquos o-nvisagdcs sur lus avions commerciaux, les conditions
de vol inte-rossantos se situant clans le reSgimo des vitesses 6lov~es du domnaine subsonique.
QR6emmn-nt, des assais ant 6 t 6  r6alis6s clans la saufflerie T2 du CERT (COUSTOLS et al). Il

I ma auff o rnsnqe prossurisee (p m 4 bars), cryogclnique (Tm~ 100 K)

La':o in- d esais, de section 39 x 39 cm, est munjo de parais haute et basso adaptables,
c, qui minimise cansid~rablement los probl(mes do correction do parei. Le mod~ie essay6
kest on cylD'ndro circulaire mun)I a lavant d'une ogivo eiiiptique et dent laxo est paral-

a~l 3 1 eoul:i:cnt (fig. 25). Los feuiloes rainor~es ont Ate-- call6es sur la partie a
-0CtICc'! cii-CUlaire de 550 mm do lang. Il ost A not~ic quo la partie du cylindre sur la-
,jel S~ ~nt C-11lldoS 10S f0UiiloS rainurclcs a un diamdtro tel quo i-rsque les fouilles sont
,iss on ao les cr ,tes des riblets sont pratiquement au onmo niveau quo la p~rtie amont

i l'a7ront, la transition a &t6 d6clanch~e par uno bande do grains do carberondum do
;Iauteur 0,06 [mmi plac6o a 3 cm du nez do l'ogive.

Les ossais ant 6t6 rdalis~s clans la gammne do nambros do MACH 0,4 a 0,8, A tomp~ratore
J:.bianto at pour uno prossian g~n~ratrice caorise entre 1,3 et 3 bars, seit des nombres

,l RVJLS farm~s avec is langiuour manipul~e (L = 0,55 m) compris entre 4 j 6 et1906
.~Cie traln6eoant 6t6 r~alis6es A 1 aide d'une balanco interno 6 cinq composantes

onel'. farce do train~e jusqu'A 250 N ot dent la pr~cisien sur le coefficient
Cx st 'n'vcraj 5 10-4 lorsaue Cx =0,1. Qoatre mod~los do riblets fournis par la Soci~t6

3M% ant ate ossay6s :a = h = 0,023 mm ;a = h = 0,033 mm ; a = h = 0,051 mm et s = h =
0,07b Le Ts diff~rentos combinaisons dos param~tres ant pormis do couv.rir une gamme do

11,0etz 8 et 78.

La fir.cur 26 danno- los distributions do nombro d-, MACH d~duites des r~partitions do
press ian parieta~es. Dans !a zone 0,27 < x/c < 1 eA Sent appos~es los feuilles rainur~os,
lo nambre do MAICH est pr atiquomont. constant.

La figure 27 rogroupe lensomble dos r~sultats relatifs & la variation do traln6e de
frottement do la partie manipul~e. La balance mesurant la train~e totale, la traln~e do
frottomont do is partie manioul~c a 6t6 estim6e en tenant compte do la traln~e do pression
(environ 4%do la traln~e totale) et do la traln~o do frottoment do la partie amont.

Lea rcsultats sent pr~sent~s en otilisant la hauteur des riblets hb+ r~doite avec los
p

+ h
variables do parol h -~ /--2 . Dans ces cenditions, loensomble des r~sultats obtenus

p 11 p )
A diff~rents nombros do MACHI et nombros do REYNOLDS sent rolativement blen group~s et sent
voisins de coux obtenus d basso vitosse. En particolior, los gains do traiin6e maximum sent
do m ine ardre do grandeur. En eutro, l'effet do d~rapage a 6t6 6tudi6. Los essais ant montr6
quo pour des angles do 100 et 200, des gains do frottoment. subsistent encore.

Pour terminer co chapitre sur los performances globales dos riblets, signalons quo
LINDEMANN a report6 pour des riblots en V des vaeurs do facteur d'analogie do REYNOLDS
do 30 % suodrioures A cellos de la plaque plane. Ce r~sultat implique one augmentation
importante do transfert de chaleur A la parol.

Fig. 25 -Sch~ma do montage exp~rimontal utilise
A la soofflerie T2 f

!C % ~ n-32

Fig. 27 -Variations do coefficient do
*~ tratn~e do frottement. do la partie mani-

- -- pul~e

Fig. 26 Distributions do nombre do MACH
sur 1e corps



4.2. Effets des riblets sur l'6coulement

tine premid re analyse de 1'effet des riblets est l'observation de visualisations par
produits color~s (GALLAGHER-THOMA3, DJENIDI et al) . Sur paroi lisse, le jproduit inject6
A la paroi a tendance A se propager dans les directions transversales et verticales alors
que sur paroi rainur~e, il se rassemblaj dans les creux et ne s 'en 6chappe que lorsqu'un
burst extirpe une partie de fluide loin de la paroi. En fait, i1 est clair que dams le
creux des riblets oa les vitesses sont tr6s faibles, il se cr6e une zone d'eau morte,
alors que sur les cr~tes, le cisailloment est tr~s intense. Des mesures de vitesse d6-
taill~es ont 6t6 r~alisdcs avec une sonde A fil chaud miniature dont linterbroche est
0,4 mm, ce gui repr~sente 2s/3 (COUSTOLS et al). Ces r~sultats sont donc entach~s d'un
effet d'int~gration transversale mais, maigr6 cela, uls montrent une variation sinusol-
dale assez nette avec un resserrement au droit des pics des riblets (fig. 28) . Corr& to-
tivement, l'intensit6 longitudinale de turbulence montre une p~riodicit6 en envergure
dvec des pointes marqu~es au droit des pics des riblets (fig. 29). Il faut noter quo
l'influence des ribiets reste lirmitdo A la r~qion de paroi (y+ < 50 - 100).

Fig. 28 - Lignes 150'U/Ue
. .. . dans le plan (y,z) ; y;

*direction normale A la pa-
. . .. .. roi ; z direction trans-

S2versale -s 3h =0,6 mm,
_x .( -~i h+ # 8. 0

Fig. 29 -Lignes isO-' U2/Ue
~ ~ dans le plan (y,z) pour le

.. . ,-- <~j~j, <,,meine mod~le de riblet

.. 5

En outre, la relaxation en aval de la zone manipul6e se fait tr~s rapidement. Par
exomple, des mesures du coefficient de frottement en oval d'une plaque rainur~e n'ont
montr& aucune variation significative par rapport au cas de la couche limite non manipu-
l6e(fig. 30) alors que des gains de train6e de frottement significatifs ont 6t6 mesur~s. Do .La
m~ine fagon, les inesuros de tensions de REYNOLDS r~alis~es juste en aval d'une plaque rai-
nur~e (A une distance de 0,8 (3) ne iontrent pratiquement aucune diff~rence avec les mesu-
res dans une couche limite non inanipul6e (fig. 31) . Ces r~sultats sont coh~rents avec
lid~e quo les riblets influencent principalement la r~gion interne ; notaminent,l'6paisseur
de la sous-couche a tendance A augmenter. Cependant, si V'on adinet qu'il y a une interac-
tion entre la r~gion interne et la r~gion externe, on devrait observer tine action persis-
tanto en oval. 11 so pout quo l'action sur la r~gion externe soit lente A so d~velopper
et quo los longuours manipul~os trop courtes ne permettent pas d'observer ces ph~nom~nes.
Dans cetto hypoth~so, la longuour de is re'gion manipul~e pourrait avoir une influence.

., ________ e,_____

"riblet" :s= 2h __rc _____ ssQ

0,5 mmo
(o, * jauges A6l6ment_____ _____

chaud, o ,Ubalance
do frotteinont A 6lA- ____ __

ment flottant)

Fig. 31 -Composantes

r - du tenseur do REYNOLDS

20 j en aval du mod~le

Ih+ # 10 ;Ax+ #1 000

Fi.3 Relaxation du Cf 0 1
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Sur des riblets en V, WALSH a report6 des mesures caractdrisant les bursts. Il observe
quo la frdquence des bursts n'est pas modifide de fagon significative mais l'intensit& de
turbulence au voisinage de la paroi est rdduite, que ce soit en valeur moyenne ou en va-
lcurs conditionnelles A l'intdrieur des bursts ou entre les bursts (fig. 32). L'analyse
prdcise des mdcanismes d'action des riblets est en fait renduc ddlicate par le choix de
l'origine pour compter les distances A~ la parci car la hauteur donnant de bonnes perfor-
mances e-t voisine de h+ = 15 et l'action des riblets se situe dans la sous-coucho dont
ld6paisseur en variables de paroi est de l'ordre de 50. Sur la figure 32, lorigine des
y est prise A5 l~a position des pics des riblets car, d'aprds WALSH, l'6valuation de 1'6-
paisseur de quantitd de meuvement est en bon accord avec la rdduction de trainde.

y(mm) a) b)

3 - Fig. 32 - Mesures de turbulence proches

0 de la paroi sur le "riblet" zi'aprds WALSH

2 c , C ,burs!' o plaque plane ;[3 "riblet" s = h =0,51 mm
mc-yennc (y = 0 sommet des pics)

0

~Ya) x = 40,6 cm b) x =86,4 cm

.0 10 .14 .18 0 10 .14 . 1

_i. UR I Uo,

Une analyse spectrale de la fluctuation longitudinale de vitesse au-dessus de riblets
en V indique une restructuration complexe de la rdpartition dd6nergie (COUSTOLS-COUSTEIX,1988).
Les dimensions des riblets sent s =h =0,152 mm (s+ =h+ ,i 6,5) et le fil chaud a une
lengueur 1 = 1,25 mm, de serte que los valeurs mesurdes reprdsentent A peu prds une moyenne
sur l'envergure. En prenant l'origime des y A is limite des cridtes, on observe que, pour
y4 = 4,3 Ct y+ 6,4 (figure 33), le niveau d'dnergie est plus faible A haute frdquence
et plus fort A faible frdquence en prdsence des parois rainurdes. Par centre, pour y+ =12,8
et y+ = 21,4, la densit6 d'dnergie est plus importante aux hautes frdquences en prdsence
des riblets. Ainsi, dans la rdgion de production importante (y+ ' , 10 - 15), les riblets
auraient tendance A crder des structures plus fines.

Des mesures de fluctuations de pression ent 6t6 entreprises en aval d'un meddle de
riblet, pour une valcur de h+ ( 5,5) fournissant un gain de trainde (CO1JSTOLS et a1,1988).
Le spectre do p'2 no subit aucuno modification dans la gamme do frdquences explordes
(50 Hz - 20 kiiz).

k.E~k) Y+=6.4 k. E(k)

0 t 05 y+21.4

0.4 0.4- /

03- 0.3-

0.2 4.3 0_> 12.8

0.10.

k~ 
_rl)0

101 102 10 10. 10 100 10' 10' 1cr

Fig. 33 -Spectres de u'2 stir le "riblet" - *paroi lisse
o "riblet" s = h =0,152 mm h+ # 6,5



Canine on l'a d~jA vu, ii existe d'autres surfaces non planes que les riblets en V qui
parmettent d'obtenir des r~ductians de train6e. En particulier, un assemblage de lamelles
perpandiculairos A la paroi et plac~es dans le sens de 1l6coulement (fig. 34) conduisont
A des r~ductians camparables A cellos des riblets en V (WILKINSON et al) . Cette observa-
tion est dejA int~ressante car elle prouve, d'une part, que les gains de frattement ne
sort pas his a ur. type de g~am~trie bion d~fini et, d'autre part quo, si ces gains sont
dus A une modification de la turbulence, la r~organisation de la structure de la turbu-
lence n'est pas non plus li~e a une g~om(Etrie specifique. E:. Dutre, l'assemblage de la-
melles facilite los mesures d6tail1~es ainsi que leur interpretation car le probl~me de
l'oriqine do la distance A la parai ne so pose pas.

WILKINSON - LAZOS ant r6alis6 une 6tude do l'effot sur la turbulence de lamelles Ian-
gitudinales caract~ris~es par h+= 15 (15 < s-1 < 130). Un exemple do mesura do l'intensit6
longitudinale do turbulence entra deux lamelles est pr~sent& sur la figure 35. Une r~uuc-
tion tr~s marqu~e do cotta intensit6 do turbulenceapparalt clairement dans la region
Y< 100 par rapport au cas do la paroi lisse. M~me en consid~rant la valour mayenne en

onvarguro, des rdductions sonsiblos de l'intensit6 do turbulence ant 6t6 abtanuas, do
l'ordre do 10 A 15 % par rapport au cas do la plaque plane. Pour des riblets en V, dos
effots aussi nets n'ont pas 6t onrogistr6 s.

WILKINSON ot LAZOS ant 6galement montr6 quo la plus grando r6ductian do l'intensit6
maximum do turbulence dans la couche limita ast obtenue pour s+= 50. En outra, la posi-
tjon do ce maximum so situe au vaisinage do y+ = 35 lorsque s+ < 50 at au voisinage do
Y+ = 15 lorsqua s+ > 50. Cos observations sugg~rent une interaction avec los structures
turbulentas do paroi. Une confirmation do l'effet sur la turbulence act fournie par des
mesures do corrdlation ontra los fluctuatians do frottement pari~tal at do vitessos dans
la couche limito. Cas mesures r~alis6es pour s+ 50 ant 6t faites en plagant un captour
pari~tal antro doux lamalles at en utilisant una sande A~ fil chaud mobile dans 1'6coule-
ment. La comparaison paroi lissa-paroi avec lamallas met en 6vidence dos structures do
mCme allure mais los corr~lations en pr~sence des lamelles sont cansid~rablement att~nu~as.

II ost donc clair, d'apr~s las mesuros do l'intensit6 do turbulence at los corr~lations
frottement-vitossa quo los lamalles ant un offat do premier ardre sur la turbulenco. N6-
anmoins, il n'a pas 6te pto- "- incontostablament quo cotta modification act a laorigine
do la r~duction do frottement car calle-ci pout pravanir simplamant do laeffat do coin
cr66 au raccord antro la parai at las lainallos.

43

Fig. 34 - Nauvaila g~om6trie do "riblet"

prapas6e par WILKINSON at al, 1987 Fig. 35 -Mosuros d'intensit~s langitudinalos

do turbulence sur la g~om~trie do "riblet"
d6finie sur la figure 34 d'apr~s WILKINSON at al

Afin daessayer do prouver quo la r6duction do train~e induite par des riblets pravient
d'une modification do la turbulence, des calculs en 6coulement laminaireoant 6t6 ontra-
pris en collaboration avoc J. LIANDRAT, L. DJENIDI at X. do SAINT-VICTOR. Ces calculs con-
sistent A r~saudre les 6quations do NAVIER-STOKES at dos premiers r6sultats ant 6t abto-
nus pour diff6rantas dimensions do riblets en V. Ces r~sultats n'indiquont aucun offot
sur la tratn~e do frattomant, ni pasitif ni n~gatif, malgr6 dos variations tr~s fortes du
frattement local ontra las creux at las cr~tes dos riblets. Ces calculs cant encore pro-
liminaires mais s-ils so r~v6laient exacts, ils d~mantreraiant quo lactian sur la turbu-
lence ost un 616ment determinant do l'effot des riblets.
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K ANIPULATEURS EXTERNES - "L E BC

Lin auLrc concopt tour la reduc:t un du frottomcnt turbulent cunsiste ! util iser des ma-
nipulatours de couche llnito pinods dans la partie cxternoi do Id6coulumcnt turbulent ;ii
s'agit de lainuilos minces ou do profi l~s instr~s dans la couche 1 imito paral l~lement A la
Parai.

Ces dispositifs sent souvent appeloS LEBU (Large Eddy Break-Up devices) suivarnt la
donominat ion proposee p ar le group? de recherche do ia NASA LANGLEY. D'autres appellations
ant etA utilis~es :ribbons, BLADIs Boundary Layer Alteration D~vicus) ou manipulateurs
die Couchu ilmite. Enl fait, los ch)an(gomnts de nom ont tA plus oU momns lis A une expli-
ca tion do lour mode do fenctionnono,.nt. En particulier, la terminologie LEBU 6tait destin~e
a l'origi-e A bio n marquer quo he r~le jou6 par los lamellos 6tait de casser les grosses
structures de l'&coulement ext~ricur. L'appellatiaon manipulateur de couche lirnite est plus
vague mais cule indiquo bion quo los mtcanismes exacts de lour action ne sent pas connus
avec certitude.

L'id~e oriqinoelle dio co typo_ do r~duction do 'traln~e est due A YAJNIK et ACHARYA. Ils
introduisiront un ocran compos6 do barroaux cylindriques horizontaux et verticaux dans une
coucho limite turbulonte. Los r~sultats montr~rent quo le coefficient do frottement local
pouvait 6tto rdduit d'Un peu Plus do 50 %on aval do l'6cran. La relaxation intervenait
sur one distance do 100 A 15n A paissoars physiques do couche litnite. Maiheureusenont, Ia
trainee prapre do l'6cran Atait trop importante pour obtenir un bilan global favorable.
Los configurations expetimentales par la suite consist~rent en, un arrangement du typo nid
d'abeille avoc queiques plaques horizontales et verticales (HIEFNER et al). Des r~ductions
locales movennes do 20 % sur 1e frottement furent mesur~es mais la traln~e totale (compto
tonu do la trainee induite par los manipulatours) &tait augment~e do 50 A 90 %.

De fait, lo probl( ne n'est pas tant d'obtcnir des r~ductions do frottoment pari~tal
s ,ectaculaires, mais i1 est bien d'optimiser la configuration pour quo leffet n~gatif do
la traln~e propre du manipulateur ne dC-truise pas compl~tement le gain li6 A Ia diminu-
tion dlu frottement pari~tal.

D.1. Performances globales

La variation do traln~e globalo due a la pr~sonce do manipulatours exter ~os a 6t6 gO-
n~ralement estim~e a propos d'exp~riences sur plaque plane (gradient dL prossion nul pour
la couche limito non manipul~e) en utilisant des mesures de couche limite. La variation de
traln~e est ainsi calcul~e A l'aide do la formule:

C rf (f i)M

O -- et to pr~sentent respectivemont los eApaissours de quantit6 de mouvemont d~termi-

n~es A la station finale et A une station initiale, cette derni~re &tant prise en amont
du manipulateur de fagcn A inclure sa train~e propre. Cetto formule n'est valable que
pour des 6coulements bidimensionnels pour losquels ii n'y a pas do variation do pression
entro los stations initialo et finale. En particulior, le calcul do la variation do tral-
n~e n'est significatif que si los stations initiale et finale sont en dohors du champ do
perturbation do prossion induit par 1e manipulateur. Hormis cette difficult6, il convient
do noter 6galement quo l'6coulement nest jamais parfaitement bidimensionnel et, en plus,
des imperfections minimos des manipulateurs peuvent conduire A des variations on envergure
do l'6paisseur do quantit6 do mouvement.

Los r~sultats los plus positifs du point do vue gain do train~e totale ont 6t6 obtenus
avec un arrangement do lamolles plac~es l'une derri~re l'autre (montage en tandem) (ANDERS
et al) . Los lamelles avaient une corde c 6gale A l'6paissour 6 0do la couche limito mosur~e

A loemplacement des manipulateurs (60 = 12,7 mmi; R V = 3 300 ;U,= 40 ms-1 ) ; l'6paisseur
des lamolles est t/6o = 0,02 ; l'espacemont s ontre los lamlles, do bord d'attaquo A
bord d'attaque, 6tait s = 10 6 la distance h par rapport A la paroi 6tait h =0,8 6.

Bans ces conditions, la r~duction do traln~e ost do l'ordro do 7 % pour uno longuour do
couche limito manipul~e sup~rioure A 100 0 (fig. 36).

1.4- Fx P.-LE BU

1.2- Fig. 36 - Bilan global do train~e en aval do
I manipulateurs extornos plac~s en tandem (c=

0s = 10 6 ,1 t =0,22 6,0) d'apr~s ANDERS et

1.0 - - al, 1984

-~2- ~o h = 0,3 6 o~ h =0,55 6 0 h = 0,80 60

0.81-(-J6

0 100 200 300 400



Pour les applications A loaviuni, les manipulatours tr~s fins no sont pas envisagea-
bles A cause des proble]mes me canigues qulils entralnent. Des manipulateurs de structure
plus rigjido doivent Atro utilisOs Pour le vol. Des essais ont 6t6 r6alis~s A la NASA
LANGLEY avor des profils NACA 0009 (ANDERS - WATSON) . Pour los conditions exp~rimentales
censiddr, os R 7 m 7 400, U, = 40 ms-1 ) , le nombre do REYNOLDS caract( .ristique
leI ed u:l~lplru s 75 000. La configuration en tandem, avoc un espace-
71e:nt sa 10 :,conduit A dos r, duc:tions do traln~o totale do l'ordro do 7 % lorsque la
long'uourantu: est au moins 120 .Les r~sultats montr~irent quo la traln~e propre du
pro'ii eAtait essentielleiment unu traln~c de frottoment laminairo bion quo lo manipulateur
suit doins one couche limite turbulunto. Avec un profil dissym~trique NACA 4409, aucun gain
n a ot6 obtenu A cause c lexistence2 d'une zone do d6collement sur le profil, augmentant
aiinsi sa trainee propre.

WALSH et LINDEMANN ant reporte des rdsultats doexperioncos mettant en ]ou uno combi-
naison do mianipulateurs externo LOL et intorno (riblets) . Cos mosuros ant tendanco 6
Lrnd:iquor quo los offets dois de.-ux tvn-es do manipilatours s'ajoutont. Jusqu'A pr'isont, los
:_assibilites offorto2s par une toile combinoison noe semblent pas avoir &t6 exploit~es.

un probl( mo gdn~ral rencontred lors des 6tidos do inanipulatours extornes ost loextr~me
sonsibilit6 ios r~sultats obtenus dons des laboratoiros diff~rents ou memom au cours d'une

exuriecedonn~e. ANDERS romarluc quo la totalit6 des ossais r~alis6s en laboratoiro car-
-sondent A des normbres de REYNOLDS ca'-act _ristiquos do la cordo do manipulatour relati-

ta~iblos ot on tout cos bion inf6riours A] ceux qui r6sultoraiont d'une application
t ci % Cl t _uui sont dc l'ordro de. 300 000 A 500 000. Ainsi, ANDERS met en avant toutes los
Jficu tes lics aux fo3ibles nombre s do REYNOLDS (ph6nom( nes do transition et do d~col-

rot armcnt) qui pcu-Lvonit eXp)~Lgur ots incertitudes exp~rimontalos. En outre, lox-
ion x nombres de REYNOLDS plul A-lov~s n'est pas facilo.

a so; ds onnli~es disponiblos A des nombros de REYNOLDS significatifs Sent celles do2
RIO -ii a etut'e -ic ompurtoment do manipulateurs oxtornes sur laile a un avien

trmnsoniuo.Le bilan do train~e totale n'a pas &t6 r~alis6 moms ii somble
don Ac rcttemiont iRori~tal salt du mCine ordre quo cello obsorvdc on labors-

om I r dai;-iieturs a no or quo dons cos oxp~riencos lo manipulatour est ploc6 pa-
1!-nitti ',enrvrquro2, avc un angle( do f lcho do 3 50 par rapport A la vitosso do

'x:ion. 11 . st donc int-,ressant do constater quo, dans do tolles conditions, los effets
~ iu~~t~rsno2 sent pas tondarnentalement modifi~s. On pout en effot pensez quo los

'coo I C:-, lulosant a la variation do frottomont pari~tal sent similairos a ceux des
cxj-_? c aboritaire. Ln 6couleinent transsoniquo, 11 faut copondant Ctro2 capable
dssnm u. one totrmto 7. .nipulatour adaptdo, au rtigime d A5coulomont, do fa(;on A minmi-

So1 trainee6 propre-.

5.2. Lffets sur l'6coolenont

Examltnon s tout d'abord l influence do manilpulateurs extornos sur los coract~ristiquos
nnci:- s A- ilecouLeonent : rutoils do vitesses mayennos, tensions do REYNOLDS, coefficient

rottoco nyrieal.A cetto2 fin, nous utiliserons los r~sultots obtonus en 6couloment
uusonquo r COUSTOLS et al, La coucho limite ost 6tudi6o 1e long du plancher do la

cf'tssais 10l trainsition ost d~clench~e A l'aide d'un fil plac6 A loentr~o do la
ic Unc- config urotion on tandem a 6t6 6tudi6e ;chague manipulateur est farinA d'un pro-

fil NACA- 00U9 Ac cordt, c = 20 mm (fig. 37). Au droit du premier profil, la couche limite
non r'Uca uno 6paissour i 7 mm. Los essais 6tant effectu~s A diff~rontes vi-
tossosU= 16, 24, 32 mis-, ls nombres do REYNOLDS R csont 21 100, 31 700 et 42 200.
1f,n ro',1rrs d0 REYNOLDS R forn~s aver l'(poissour do quantit6 do mouvmonnt au droit du

~reo~ r~ iu~aeursent alors 1 500, 2 20J et 2 900. Louspcinont entre les manipula-
t~urs d,- flord daottique A berd d'attague ost s = 100 mm ou a 200 mm, soit s/-- # 6 ou
12. Eno ra la hauteur dos manipuloteurs par rapport ! la paroi est r~glable.

,.coctfic:iont de frotttmont a 6t6 mesur6 A l'aide do jaugos paridtales A Al16ments
choiucls d'nt-art <t A' loido d'une balance a 6l6mont flottant d~velopp6e A I Universit6
LAVA L (\OlYLN -t 1), d'autro port. Dons cortainnes 6tudcs, 1e. coefficient do frottement

<t c~riepar le biois Ac, -n_surfos do Ia .itessu et pair l'utilisation do la 101 do
pon.etteL tocni-niciu( 1.t critijiuablo car los manipulateurs a Itorent profond~ment la

st I 1_Ctu C2 do2 Io _ouch limit,et 1-- validit(A do Ia loi de poroi est donc remise en ques-
t Ionrl

C

Fig. 37 - Principalos notations pour la configuration profil~s NACA 0009
montes en tandem
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Les figures 38-41 donnent les r~sultats obtenus dans les configurations en tandem
et elles montrent la comparaison avec ceux obtenus avec un seul manipulateur. Ces r~sul-
t,:ts sent donn6s sous la forme du rapport aver 1e coefficient Cf ref mesur6 pour la couche
limite non manipul~e. On notera que l'accord entre les mesures effectu6os avec les jauges
A 616ment chaud et aver la balance est excellent.

D'une fagon g~n~rale, les r6sulrats indiquent quo la valeur maximum de reduction du
frottement oat d'autant plus grando que los manipulateurs sont plus pros de la paroi. Ce

pic de reduction eat voisin de 30 % lorsque h160 0,24 dans la configuration en tandem
ii eat plus fort quo pour un manipulatour unique plac6 A la memom distance de la paroi.
En outre, iorsquo le manipulateor eat plus proche de la paroi, la position en x du maxi-
mum do reduction oat plus proche do bord de fuite du manipulateur. Dana la configuration
en tandem (a!o 12) , one jauqo a 6t plac~e sous 1e deuxi~me manipulateur ;elle mndi-
que une augmentation tr~s importanto do coefficient do frottoment (70 % pour h/60 =0,24).
on pout penser qu'il s'agit d'un offet do gradient do pression dO au champ cr66 par le
manipulateur.

La relaxation de 1'6volution du frottoment pari6tal en aval dos manipulatoors ost on
element essentiel do leur fonctionnemont car c oat lint6graie do gain qui doit componser
la trainee induite par lea profils. On observe que la relaxation oat plus lonto loraque
'.a distance h/S0 eat plus grande. A l'abscisse x/3, 50, cette relaxation n'est pas ter-
minee. Ceitaines oxp~rioncos ont d'ailloura montr6 quo 1e rotour vera la valour do r~f6-
cence no se fait pas do fag;on monotone, coest-A-dire qo'il pout y avoir on d~passoment
par rapport au frottement do la coucho limito non manipul~e avant do rovenir A 1l6tat non
port urb6 (BERTELRUD, ANDERS et al).

La figure 41 compare l'o-ffet d'un soul manipulateur et celoi d'un arrangement on tan-
dem pour s/!0  6 et s/6 12. On observe quo la relaxation eat plus lento dana la confi-
guration en tandem ;il y a donc on b~n~fice do ce point do vue. Evidomment, la train~e
des manipulatours oat plus forte mais il semble quo la somme dos train~os des deux profila
en tandem soit inf~rieure A deux fois la traln6e do profil soul. En outro, on constate
que la r~duction totalo do frottoment par;.tal eat plus grando pour s/60 = 12 quo pour
a/!: = 6. Coni oat on accord aver los r~sultats do ANDERS et al qui indiquont on espace-
mont optimal a/i-0 = 10.

Des donn~es relatives A l'6volution do coefficient do frottemont ont 6't6 obtenues dans
plusiours autres laboratoiros, dana des conditions d'exp~riences diff~rentes. Les r~sul-
tats regroup~s par LEMAY et al indiquont on boo accord ontre toutes lea mesuros et montrent
que, au momns qualitativemont, la forme dos manipulatours ninflue pas 6norm~ment sur 1e
comportement do frottement pari~tal.

C'f

7'7

"7 324-

Fig. 38 - Evolution longitudinale do Cf en

oval d'un profil6 NACA 000907
0, 0 7 A 0.~ jauges A 616ment chaud / n.2

0, n balance do frottement Fig. 39 -Evolution longitudinale du Cf

en aval do profilhs NACA 0009 mont~s en
tandem (m~mes symboles quo pour la figure
38)

- - 15 30 45

-. 2 s~rc

7 .7 5 / 33 45-xS
-G47

5~24 5
b 12 1

_______s -.2

Fig. 40 -Evolution longitudinale do Cf on Fig. 41 -Influence do lespacement sur la
aval do profil~s NACA 0009 months en tandem relaxation du Cf (o, e jauges A 616ment chaud
(rn~mes symboles que pour la figure 38) , balance do frottement)



Examincns maintenant l'influence des manipulateurs sur l'6coulement dans la configu-
ration suivante :c/oo 1,2 ;h/60S 0,3 ; s/60 = 12 ; 50 = 17 mm ; U. 32 ms I
R = 2 900.0000

La figure 42 montro l'6volution des profils de vitesse moyenne entre les manipula-
tours (X0 0 correspond au bard de fuite du manipulateur amont (fig. 37)) et en aval du
manipulator (X d=0 correspond au bord de fuite du manipulateur aval) . on observe bien
s~r la disparition progressive du deficit de quantit6 de mouvemont cr66 par les manipu-
lateurs par suite du m~lange du sillago avec l'6oulement de couche limito. On remarque
que la poche de deficit do quantit6 de mouvemont, tout en diffusant dans la couche limite,
a tendance A so d~placer vers les regions situ~es plus pr~s de la paroi. Ce comportement
est A relier A 1'6volution de la contrainte turbulente apparento - P <u'v'> (fig. 43) qui
assure la diffusion de quantit6 de mouvement. Au voisinago du bord de fuite des manipula-
tours, en note one pente n6gative assez forte do la tension - P <u'v'>, notammont du c~t6
inf~rieur do sillage, ce qoi implique or Lransfort de quantit6 do mouvement vers la region
oO la d~rivte de - .,<ov-'> est positive, d'oil a tendanco au remplissage de la poche d6-
ficitaire A pa rtir sortout de la region inf~rieure. Il ost int~ressant de remarquer que,
tr~s pr~s des manipolatoors, 1e profil de la contrainte - o <u'v> est affect6 sur one
partie importanto do ls coocho limite et, dans l'ensemble, les valeurs de - p <u'v'> sont
tre-s infdrieores a cellos do la couche limite non manipal&e ; quelques points en valeurs
n~gatives sont mCemo mesur~s. La comparaison aux profils do <U'2> et <V'2 > montre qu'il
s'agit plus d' one "ddcorr~lation" ontre los fluctuations longitodinale et transversale
qoc doneo reduction individoelle do chaque composante. Ces observations sont A relier
tr~s directement d la diminution du frottement pari~tal. En aval,' X '/6 = 9,41; 19;33, on
constate quo la tension - _. <u'v> est plus grande quo pour la coucge liimite non manipo-
ioo. Co r~sultat avait deja 6t remarqu6 par VEUVE et al, LEMAY et al. Ce ph~nom~ne so
pruduit lorsqoe le sillage tooche la paroi ; en m~me temps, le coefficient de frottement
parietal Cf/Cf commence A croltre. on pout relier ces r~sultats A one explication

ref
avancee par FALCO et al solon laquelle la turbulence do sillago vient alors exciter les
structures do parol, co qui a tondanco A augmenter la production do turbulence.

Los profils do l'intensit& longitudinale do turbulence <u'2> et do l'intensit6 trans-
versale <v'2> sont donn~s sur los figures 44 et 45. Pr~s des manipulateurs, on observe
on excds do turbulence qui diminue rapidoment et los intonsit~s do turbulence <u'2> et
<V'

2
> doviennent inf~rieures a leurs valeurs en couche limite non manipul~e. Une explica-

tion possible ost quo la turbulence cr66e par 1e sillago des manipulateurs remplace 1a
turbulence pr~existante qui a tondance A 8tre cass~e par los manipulateurs. or, l'6chelle
do longuour do cette nouvelle turbulence est plus petite que cello do Ia couche limite.
Il s'onsuit quo le taux de d~croissance est plus 6lev6 et donc il n'est pas paradoxal do
constator on fin do compto one diminution des intensit6s de turbulence. En aval, aux abs-
cissos X d/'o = 9,41 ;19 ;33, on observe quo <v'2 > comme -<u'v'> d~passe les valeurs do
couche limite non nmanipul~e.

U Ue

Q72 0.241. Q59 C, 8 2.35~ 4.719.1 19 3

(+sn aiuaer ae aiua r C6 1, h/0 =0, s1=12

20-
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5.3. Effets sur la structure de la turbulence

Une premi( re analyse de Peffet des manipulateurs sur la turbul-enceest obtenue A laide
de la mesure de la repartition spectrale d'4-nergie (COUSTOLS et al, 1987).

Les figures 46a-b illustrent Peffet sur le spectre de la fluctuation longitudiiale
de vitesse. Pr( s du manipulateur arnont (Xu10= 0,06), la trace du sillage est nettement
pr~sert-e oour y = 5 mm avec une double bosse caract~ristique (KEFFER) . Cet effet persiste
jusque X u/. 0 = 1,18. Les spectres mettent en 6vidence un apport de structures A petite
&chelle produites par le sillage et l'affaiblissement d'6nergie 6 basse fr~quence li6 A
la suppression des structures A grande &5helle. Ces r6sultats sont tout A fait comparables
A ceux obtenus par LEMAY et al et par SAVILL. LPR spectres de la fluctuation transversale
montrent des effets comparables (fig. 47a-b) mais la double bosse caract~ristique du sil-
!age est momns nette et le deficit d'6nergie A faible fr~quence est plus important que
pour la fluctuation longitudinale de vitesse.

io g [

-1 ~ 6

-3 '.., -4m

-7 F4
M~m) I___ __

Xu/6 0O.06 x U/60  .24.

log[F(k)]

SN

y (mrr 3 y(M M)z

-7 -7

X/6o=1.18 X /6o=L4.71

Fig. 46 - Spectres de u'2 A diff~rentes abscisses du profil4 amont NACA 0009

--sans manipulateur avec manipulateur
c/60 1,2 h/6o 0,3
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Pour cette m~me configuration (profil~s NACA 0009 en tandem), des spectres de fluc-
tuations de pression ont 6t mesur~s A partir de petits microphones months affleurant
avec la paroi. L'analyse spectrale a r~v6l6 que la modification du spectre de p'2 6tait
6troitement like d'une part A la position du manipulateur dans la couche limite (fig. 48)
et d'autre part A lemplaceient du microphone en aval du bord de fuite du profile aval
(COUSTOLS et COUSTEIX, 1988). Aux basses fr~quences, une reduction maximale des fluctua-
tions de pression de l'ordre de 11-16 % a 6t observ6e. Ces r6sultats sont en accord avec
ceux obtenus par OLIVERO et al en aval de manipulateurs profil~s (NACA 0009) mont~s en
tandem. L'effet des manipulateurs r~duit la valeur r.m.s. des fluctuations de pression
de 20 %

90 ~Fig. 48- Spectres de p'2 en aval de

S/0 12

-sans manipulateur
80-- dbh/60 = 1,5

h/0= 0,35

70-0

X dI/6.: 0. 8
60 -- f kHz)

0.5 1 2 5 10 20
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Pour pr~ciser I'effet sur les grosses structures, DELVILLE et al ont effectu6 des me-
sures de corr~lations spatia-temporelles de la fluctuation longitudinale de vitesse. Ii
s'agit de correlations en deux points avec d~calage en temps et en espace suivant y Cu z.
Les figures 49a et 49b donnent les corr~lations oour des H4 -alnges nurmaux A la paroi et
les figures 50a et 50b pour des d~calages transvorsaux. A l'aide de l'hypothdse de TAYLOR,
le d~calage temporel est interpr~t6 comme un d~calage spatial longitudinal de sorte que
les figures 49 et 50 repr~sentent respectivement des sections de l'6coulement pour des
plans (x, y) normaux & la paroi et pour des plans (x, z) parall~les a la paroi.

Les mesures ont 6t r~alis~es avec le point fixe A y/60 = 0,1 gui se situe A l'inter-

face des regions interne et externe. Sur ces figures, les zones gris6es correspondent A
la partie negative des correlations et les traits fins A la couche limite non manipul~e.
Les lignes d'isovaleurs trac~es sont :- 0,1 ; - 0,05 ; 0,05 ; 0,1 ; 0,2 ; 0,4. La nor-
malisation des 6chelles est effectu~e avec U et 6.

e

La configuration 6tudi~e est un manipulateur unique constitu6 d'une lame mince
(corde c =25 mm 6paisseur t =0,1 mm. ; distance A la paroi h = 10 mm ; 60 = 23,5 mm

U e 26 ms-1 ; R. 4 000).0

- tant la distance longitudinale r~duite A partir du bord de fuite X/6 of les corr6-

lations spatio-temporelles mettent en 6vidence une nette r6duction des 6chelles int6gra-
les verticale et longitudinale alors que 1V6chelle transversale semble peu affect~e.

BLACKWELDER et CHANG avaient 6galement r~alis6 des mesures de corr~lations spatio-
temporelles qui tendaient A montrer une rupture du lien entre les regions situ6es de part
et d'autre du manipulateur.

Separations verticales, sonde de r~f~rence 6 y/6=0,1

C.L.M. ~-4 Separafions latbrales, sonde de r~f~rence 6 y/b:=0,5
C.L.N. _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _

-250 2.5 5

- ~ ----------- 5 -2.5 0 2.5 5

303

-250_. -5K -2P2.2.5 5

Fig. 49 et 50 -Corr6lations spatio-temporelles de la composante longitudimale de la

vitesse d'apr~s DELVILLE et al (- couche limite manipul~e, -- couche limite non
manipul6e)

BOGARD et COUGHRAN ont 6tudi6 l'inf luemce de mamipulateurs sur la production de turbu-
lence. La configuration exp~rimentale 6tait form~e de deux lamelles en tandem (c/60 = 1,06
s/60 = 5,R ; t/60 = 0,004 ; Rc = 12 600 ; Re = 1 030) plac~es A diff~rentes distances de

la paroi (h/60 = 0,75 ; 0,50 ; 0,30). BOGARD et COUGHRAN ont tout particuli~rement 6tudi6

la fr6 6uence des bursts et des 6jections pr~s de la plaque plane. Ils ont observ6 que,
pour y t -=i5, la fr~quence moyemne des 6jections avait suivant x une 6volution tr~s com-
parable A celle du coefficient de frottement. m~me r~duction, mgme relaxation. Par contre,
la fr~quence des bursts semble peu affect~e. Les manipulateurs agiraient donc sur la struc-
ture des bursts et peu sur le m~canisme gui les stimule.

D'une fagon g~n6rale, lensemble des m~canismes agissant gui conduisent A la r~duction
de frottement est encore mal connu. FALCO et RASHIDWIA pensent que le sillage des manipu-
lateurs joue un r~le pr6pond~rant. Par sa presence, le sillage aurait tendance A inhiber
la formation des mouvements A grande vitesse vers la paroi, ce qui maintient un faible
coefficient de frottement. Lorsque le sillage touche la paroi, il y aurait excitation de
la production de turbulence d'oia une augmentation du frottement pari6tal. Plus en aval,
l'effet de sillage persiste, ce gui permet de maintenir une r6duction de frottement sur
une distance assez longue.

FALCO et RASHIDNIA pensent que les mouvements dissipatifs du sillage consomment une
partie de 1'6nergie du fluide A grande vitesse, ce qui r~duit donc ces mouvements qui ba-
laient la paroi et qui jouent un r~le important dans le processus de production de turbu-
lence. A l'aide de mesures conditionnelles et de -orr~lations spatio-temporelles, FALCO
et RASHIDNIA ont montr6 que les fluctuations de vitesse longitudinale et normale A la paroi
sont tr~s r~duites dans los bouff6es turbulentes de la r~gion exLerne de la couche limite
ils ont montr6 gue ces fluctuations sont 6galement r~duites dans l'6coulement irrotationnel
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cntre les structures turbulentes. Les 6chelles int~grales &tant r~duitcs, l'appellation
LEBU est justifi~e mais il est plus significatif de d~crire les manipulateurs comme des
"d~corr~lateurs" entre les fluctuations de u' et de v'. FALCO et RASHIDNIA montrent que
la d~corr~lation entre u' et v' vient du ddphasage entre ces fluctuations de vitesse.

L'influenc e du sillage se manifeste donc de diff~rentes fa(;ons qui contribuent proba-
blement toutes un peu au fonctionnement des manipulateurs :d~connexion des r6gions in-
terne et externe de la couche limite, dissipation accrue, d6corr~lation, diminution de
l'entrainement de fluide ext~rieur dans la couche limite par modification de la fron-
tiAre libre. Le d~ficit de quantit6 de mouvement qui diffuse vers la paroi joue un r~le
aussi, mais il faut noter que le frottement pari~tal diminue bien avant que le sillage
n'atteigne la paroi. Ces effets se combinent A ceux du manipulateur lui-m~me. D'abord,
les fluctuations de vitesse sont rdduites par la pr~sence de la paroi. Ensuite, le champ
de pression induit par le manipulateur ainsi que les modifications des fluctuations de
pression peuvent jouer un r~le. En outre, ATASSI et GEBERT ont effectu6 des calculs en
fluide parfait de 1'6coulement autour d'un manipulateur A l'aide de la th6orie des 6cou-
lements instationnaires. Xis ont introduit des perturbations harmoniques a l'amont et ils
ont montr& qu'une circulation est induite autour du nanipulateur et qu'il y a cr6ation
d'un feuillet tourbillonnaire issu du bord de fuite. Ce sillage induit une vitesse qui
annulle plus ou moins la perturbation amont. Ainsi, l'amortissement maximum de la fluctua-
tion verticale de vitesse est r~alis& pour des nombres d'ondes dont l'ordre de grandeur
est donn6 par linverse de la corde du manipulateur. On en conclut que les manipulateurs
les plus efficaces sont ceux dont la corde est voisine de l'6paisseur de la couche limite
6 puisque cette 6chelle caract~rise la turbulence.

Toutefois, il faut remarquer que l'effet des manipulateurs est plus de d~corr~ler
les fluctuations a' et v' plut~t que d'affaiblir chacune d'elles.

5.4. Calcul do la couche limil-e manipul~e

Des essais de calcul de la couche limite en pr~sence de manipulateurs ont 6t6 r~alis~s
par TENAUD et al, COUSTOLS et al. L'6coulement est calcul6 par r~solution des 6quations de
NAVIER-STO<ES moyenn~es. Diff~rents mod~les de turbulence ont 6t6 mis en oeuvre. Pr~s des
parois, un mod~le de longueur de m~lange est toujours utilis6. Ailleurs, diff~rents mo-
d~les d'6quations de transport sont mis en jeu :soit un mod~le A deux 6quations pour
ld6nergie de turbulencek et son taux de dissipation E, soit un mod~le A trois 6quations
pour k, E et <u'v'>, soit un nod~le A cinq Aquations pour c, k, <U'2 >, <V'2> et <u'v'>.

Le domaine de calcul couvre une distance longitudinale de 70 6 0avec 15 6 0en amont
du manipulateur et une distance normale & la paroi de 20 6 0(fig. 51).

La figure 52 permet de juger la qualit6 des r~sultats obtenus par les diff~rents no-
d~les. La configuration choisie est celle d'un manipulateur formA d'une seule plaque mince
(c/60 = 0,75 ; el60 = 0,007 ; h/60 = 0,3). On constate que les meilleurs r~sultats sont

obtenus avec le nod~le A cinq 6quations ;toutefois, le mod~le A trois 6quations donne
des rdsultats assez voisins.

20 y I (ymrn) 0

10 1~ 10 :7
0 U/Lie 0 Ii'~~k

0 1 0 10

20-

U~ -exp {0 [:X:/ 0 1. 2

02 .03 -..- IU,

-- 2 equation model
_ _ _ _1.2- 3 equation model

~ /////Cf~~~ - 5 equation model

Fig. 51 -Domaine de calcul -Mod~le A -.0

deux couches j--

0 2D 40

Fig. 52 -Validation des mod~les de
fermeture
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La figure 53 compare A l'exp6rience l'6volution du coefficient de frottement calcul6
A l'aide du mod~le A truis 6quations de transport pour diff~rentes distances h entre la
paroi et le manipulateur. On constate que le meilleur accord est obtenu lorsque la dis-
tance h est la plus faible. Pour la plus grande distance, l'effet du manipulateur est
assez mal pr~vu puisque, relativement au cas non manipul6, la diff~rence entre calcul et
experience est de l'ordre de 50 %.

Enfin, la figure 54 montre un cal..ul d'optimisation d'une configuration en tandem
(h/io 0,35 ; e/60 0,007 ; c/6C = 1,2). Le param~tre A optimiser est l'espacement s/60
en fonction de l'int~grale du frottement paridtal. L'optimum est obtenu pour s/6 de l'or-
dre de 10 a 12, ce qui est en bon accord avec les r~sultats exp~rimentaux.

D'une fagon g~n~rale, les calculs r~alis~s ont permis d'aboutir aux conclusions sui-
vantes. Le mod~le k-c reproduit qualitativement les tendances exp~rimentales mais les ma-
dales A trois ou cinl, 6quations donnent de meilleurs r~sultats. Compte tenu de la complexi-
t6 des processus phystiques mis en jeu, il est assez remarguable que ces mod~les fournissent
d'aussi bons r~sultaits. La principale difficult6 semble 8tre la provision plus exacte du
frottement de paroi. Ii est tr~s probable que cette difficult6 provient du traitement de
paroi pour lequel des mod~les plus raffin~s sont n~cessaires.

-o - 1i#24ins-1 ;6.#171ni C/60= 0.75 ; tu0.007
e I

h _ _2_ _ Cf 1 2
__________-f_ rr ef_ f I

L~~/6=1 h/6. = -te I 0 0.30

h/6o 0 35io to =it S 0 I *_

6o 17m MM Z~~

J(fCCfd 0.8[ 8 0.8

- - -~fCf~ x (%) (sur L) 0 20 40 0 20 40

L UI0 .44 h/6 = 5

20 0 20 4.0 20 4

Fig. 54 -Influence de l'es- Fig. 53 -Evolution longitudinale du Cf
pacement pour ume lomgueur de
couche limite manipul~e donn6e

CONCLUSIONS

L'am~lioration de la connaissance des m~canismes agissant sur la transition de la cou-
che limite d'ume part et de ceux qui maintiennent la turbulence d'autre part a permis
d'envisager des moyens industriels destin~s A r~duire la trainde de frottement d'un avion.
Les 6tudes relatives aux manipulateurs intermes ou externes confirment certaines hypoth~ses
d~crivant les m~camismes de production et d'entretien de la turbulence ; ces 6tudes con-
tribuent donc A mieux cerner ce ph~nom~ne particuli~rement complexe.

Pour les applications pratiques, la difficult6 majeure reste le calcul aussi exact
que possible des 6coulememts transitionmels et turbulents.

En ce qui concerme le maintien du r~gime laminaire, 1'616ment essentiel de pr~vision
repose sur l'utilisation des crit~res de transition. Ces crit~res sont capables de bien
reproduire les tendances exp~rimentales relatives aux effets de la plupart des param~tres
importants influengamt la transition. Cependarit, les incertitudes qui existent sont encore
trop grandes pour faire enti&re confiance au calcul.

De la m~me fagon, la provision des performances des manipulateurs internes ou externes
n~cessite de faire appel A des mod~les de turbulence extr~mement raffin6s car les gains
de train~e escompt~s sont relativement faibles. A l'heure actuelle, les applications A
l'avion sont envisag6es sur la base de r6sultats exp~rimentaux. Cet appel A l'empirisme
paralt suffisant pour l'utilisation de riblets mais i1 ne permet pas d'6tudier syst~ma-
tiquement des formes vari~es qui pourraient se r~v~ler 6ventuellement meilleures que
celles connues actuellement. En ce qui concerne le calcul des 6coulements en pr6sence
de manipulateurs externes, les r~sultats zont loin d'&tre parfaits. Comme on Va vu, le
calcul permet de d~terminer 1'6volution des performances globales sous l'effet de la va-
riation de l'un des param~tres caract6risant la g~om6trie du manipulateur, mais ces r6-
sultats sont largement insuffisants pour connsaitre les performances effectives obtenues.
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TURBULENCE MANAGEMENT - APPLICATION ASPECTS
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SUMMARY

Turbulence management for the reduction of turbulent friction drag is an important topic. Numerous
research programs in this field have demonstrated that valuable net drag reduction is obtainable by techni-
ques which do not involve substantial, expensive modifications or redesign of existing aircrafts. Hence,
large projects aiming at short term introduction of turbulence management technology into airline service
are presently under development.

The present paper intends to review the various points that have to be either newly or deeper investiga-
ted for this purpose. Both design and operational aspects are considered, the first dealing with optimizing
)f turbulence management techniques at operating conditions and the latter defining the technical problems
involved by application of turbulence management to in-service aircraft. The cooperative activities of
Airbus Industrie and its partners are cited as an example.

C, friction drag coefficient. T shear stress
CL  lift coefficient. * yaw angle.
e LEBU thickness
h LEBU height, riblet height. Subscripts:
M Mach number. w at the wall.
Re Reynolds number. o device location.
U longitudinal free stream velocity. free stream conditions.
s riblet spacing.
x streamwise coordinate. Superscript:
6 boundary layer thickness. + wall units.
62 momentum thickness.

INIODUCTION

Reduction of drag is one of the major preoccupations of transport aircraft manufacturers. Estimations
show that enormous benefits can be achieved by drag reduction technology [1] and justify the fact that this
topic has remained an active field of research for several decades. Increased cruise speed, increased
range, better acceleration and maneuverability are further advantages in favour of drag reduction techno-
logy that make it an important feature for military applications, too, whereby other points have then to be
considered, e.g. radar signature and off-design performance.

Aircraft drag is usually subdivided into drag sources with different origins. A typical breakdown of
their relative contributions to the total drag is shown in Fig. 1 for an Airbus type transport aircraft.
The various drag sources are the friction drag due to the viscous skin friction over the surfaces, the
induced drag, the pressure drag provoked by the displacement effect of the boundary layer and by regions of
separation, if any, the drag caused by interference between aerodynamic components, the wave drag due to
shocks and the parasitic drag due to all the remaining drag sources, i.e. surface disturbances, excrescen-
ces, leakages, etc.

The breakdown in Fig. 1 indicates that more than half of the total drag arises from viscous drag, which
is the sum of friction and pressure drag. Another 35 percent are due to the induced drag, all the other
sources together representing the remaining 10 percent. The prospects of friction drag reduction clearly
appear from this figure, although it must be borne in mind that large gains with small contributors are
often more easily and economically obtained than small enhancements of viscous or induced drag, resulting
in comparable net drag reductions. Nowadays, however, aerodynamic research and progress in CFD have made it
possible to design configurations whith substantial reductions of induced, wave and interference drag.
Since the energy crisis of the early seventies, attention is turned to viscous drag reduction technology,
and in particular turbulent friction drag reduction. This field has probably advanced most rapidly this
last decade, mainly due to the large research programs presently under development in the US (e.g. ACEE
program of NASA) as well as in Europe.

I Prof. Dr.-Ing., Head of Theoretical Aerodynamics Dept.
I Prof. Dr.-Ing., Head of Viscous Flow Dept.
3 Dr., Research Engineer.



PRESENT STATE OF FRICTIO]N DRA RDUTION TEChOL0GY

Two ways may be followed for the reduction of skin friction drag. The first, wich is subject to conside-
rable activity in most countries, is to delay transition to turbulent flow as much as possible in order to
benefit of the low skin friction associated with laminar boundary layer flows. Natural laminar flow (NLF)
and laminar flow control (LFC) technologies are described and discussed in Refs. [2] to [5]. Application of
NLF is however restricted to the aircraft parts characterized by lower Reynolds numbers (wings, tail unit,
canard, nacelles, etc.), and the use of LFC techniques are up to now limited to local applications due to
their complexity (HLFC: hybrid laminar flow control). The alteration of the turbulence structure [6-10] is
the second approach for friction drag reduction, and applies to bodies with larger Reynolds numbers, the
fuselages and surface parts where application of LFC would be difficult and lead only to small benefits. As
fuselages contribute more than half of the aircraft friction drag, it is clear that the development of ncw
techniques for turbulent friction drag reduction is of prime importance. Furthermore, acting on turbulent
boundary layers of existing configurations for reducing their skin friction does not involve new design
nor complicated techniques, and there is a real possibility of implementing aircraft already in operation
with turbulent skin friction reducing systems, mostly referred to as "turbulence management" devices.

Since the works of Kline et al. [11] and Kim et al. (12] in the late sixties and early seventies, the
driving mechanisms of turbulence are much better understood and techniques for turbulent friction drag
reduction have been developed on this basis. In the turbulent boundary layer, two main regions can be
distinguished: the very narrow inner layer close to the wall where turbulence production takes place by a
phenomenon called "bursting", and the larger outer layer where turbulent energy is convected outwards and
dissipated, while mixing with external, energetic flow is simultaneously present (entrainment). The outer
layer is intermittently laminar and turbulent, but the flow near the wall is always turbulent. Longitudinal
counterrotating vortices are present, the dimensions of which being variable in space and time, but with a
dimension of 30 to 40 wall units and an average transverse spacing of about 100 wall units. The low-speed
streaks separating two neighbouring vortices are responsible for the bursting process, identified in Ref.
[12] as their violent ejection from the wall. The portions of fluid ejected from the wall are growing and
stretching out into the outer layer, where large structures are combined with intermediate scales, the
typical or Falco vortices. Additionally, the large scales provoke massive entrainment of external non-
turbulent fluid into the turbulent boundary layer. Acting on the turbulent flow can thus be achieved either
by modifying one of the parts of the production process, by hampering the communication between the various
scales, or by techniques combining both effects.

A number of innovative and sometimes exotic techniques for turbulent drag reduction have been proposed
on the basis of the jive schematic of turbulent flow structures. This paper is not intending to discuss
all of these approach-, reviewed in Refs. [6] to [8]. It should be noted that very powerful techniques for
liquid flows, e.g. polymers and bubbles layers, do not apply in air flows and that only few approaches seem
to be feasible in external air flow conditions. At present time, two methods have been emerging [13], [14],
which showed promising results in laboratory conditions: the riblets and the LEBU's (Large Eddy BreakUp
devices). In favour of these techniques is also their potential of application in practice.

Riblets are longitudinal grooves in the surface as sketched in Fig. 2. The basic idea was that these
grooves should "capture" the streaks and hamper the bursting process, but Walsh [15-171 first measured that
optimum drag reduction is obtained for a groove spacing s*=15 wall units, which is one order of magnitude
smaller than the streak spacing. An alternative explanation for the mechanism of skin friction reduction by
riblets is that the low Reynolds number, viscous-dominated flow inside the grooves provides small local
skin friction, the larger velocity at the top being associated with higher wall shear. The fact that rib-
lets with sharp tips have better performance than other shapes confirm to some extent this model. Reduction
of turbulence intensity and momentum transfer indicates however that there must be a combination of these
mechanisms. There is a need to further investigate how riblets operate, and theoretical and experimental
work is going on in this field.

Although the wetted area is dramatically increased by the grooves, numerous experiments, e.g. [13-19],
indicated that skin friction reduction of the order of 8 percent can be obtained with riblets. Fig. 3
presents a survey of drag measurements performed on flat plates at different places with various groove
spacing to height ratios s/h. The riblet performance is measured by the ratio of the net drag of the riblet
surface to that of a smooth flat plate, and shown as a function of the spacing s in wall units. Extensive
testing for optimizaLion of the shape and scales of riblets indicate that best performance in laboratory
conditions is achieved with symmetric saw-tooth shapes and groove spacing to height ratio s/h between 1 and
2.

It is interesting to note that the skin of fast sharks exhibit fine ridges in the streamwise direction.
Bechert et al. [19], [20] made a detailed study of shark skins and measured on models of this ridged sur-
face friction drag reductions comparable with those obtained with riblets. A typical survey of the shape of
the scales on the Galapagos shark is shown in Fig. 4. Schematically, there are three surface types: the
smooth "paving stones" in the laminar regions, the "anvil" scales in the middle of the body with ridges in
the downstream direction and "hand" type scales on the rear body, also covered with ridges but not rigidly
attached to the skin. Experiments with three-dimensional riblets [21] based on these observations provided
friction drag reduction of the same order as with conventional riblets.

The popularity of riblets is also due to the fact that no complicated and expensive surface machining is
needed for practical applications. Riblets with the requested dimensions can be machined in thin sheets of
adhesive vinyl and directly applied to the surface, with the further advantage of simplified maintenance.
The 3M Company in the US is manufacturing and commercializing such vinyl riblet sheets, and several other
companies are developing production techniques for riblet films (e.g. Hoechst A.G.).

The second effective turbulence management approach is operating in the outer layer. The most commonly
used denomination of LEBU was first introduced in Ref. [22]. These devices are also called Ribbons [23],
BLADES (Boundary Layer Alteration DEvices) [24], OLD's (Outer Layer Devices) [8], turbulence manipulators
or simply manipulators [14]. A schematic of a LEBU device is presented in Fig. 5, after Ref. [14). These
small elements, placed in the outer part of the boundary layer parallel to the flow, were first supposed to
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break up the large structures and neutralize the vertical velocity fluctuations (221. it was argued that
vortices forming at the blades are circulating in the direction opposite to the large structures and are
suppressing them. A second model (24] is to see the elements as generators of new turbulent structures in
the outer layer, which prevent exchanges between the inner and the outer layer and reduce the ejections
from the wall, resulting in diminished turbulence production. It is more likely that a combined mechanism
takes place [251, i.e. the large-scale structures are cut by the device, which also introduces new struc-
tures in its wake, the interaction between the perturbed large structures and the wake vortices being
responsible for reducing skin friction.

A net drag reduction of 20 percent over 75 6 downstream of the device is reported in Ref. [24] with a
tandem arrangement positioned at h/6S=0.8, 8. being the boundary layer thickness at the device location.
Note tnat a net drag reduction is achieved if the friction drag reduction is large enough to offset the
drag penalty of the device. Fig. 6 gives the evolution of the momentum thickness downstream of the manipu-
lator as measured by Corke et al. (24[. Tests have also shown that the effects of combined riblets and
LEBU's is almost additive [1]. Unfortunately, survey of results obtained with LEBU's [26] show very large
differences in measured local skin friction variations and of device performance, mainly due to differences
in geometry and position of the elements and to the history of the oncoming turbulent boundary layer.

The drag reduction potential of LEBU's has been demonstrated, but the understanding of the mechanism
leading to friction drag reduction must be enhanced and clear statements have to be made on the optimum
configurations for aircraft applications. Last, the easier handling of riblets against LEBU's makes the
first a serious challenger for the title of "standard turbulence management technique" in the near future.
Nevertheless, intensive research is in prooress and it would not be surprising if new conclusions have to
be drawn soon.

DESIGN ASPECTS

Whatever the turbulent friction drag reduction technique considered, interesting enough performances
have been measured to start with further investigations directed towards practical applications. Experi-
mental and theoretical research programs aiming at better understanding and optimal parameter settings of
both riblets and LEBU's are still going on in the US and in Europe, but ambitious turbulence management
application programs, based on the current knowledge in the field, are already conducted in parallel. In
this context, several important questions have to be answered which have up to now only partly or not at
all been adressed. Conversely, it is likely that new problems will emerge during the application process,
implying that feedback with the basic research programs will be necessary in order to redefine their prio-
rity aspects.

This paper intends to review the various features associated with application of turbulence management
to flight configurations. Not all the points discussed here are of equal importance, but it is tried to
cover the whole range of potential applications of turbulent friction drag reduction. The relative signifi-
cance of the various questions can differ from one application to the other, e.g., the problems related
.ith commercial aircraft are not the same as those posed by hypersonic vehicles. Partial answers to some of
the questions, obtained in previous experiments, are also given.

influence on pressure drag.

The objective of turbulence management devices is the reduction of the viscous drag of the body on which
they are installed. As the manipulation of the turbulent boundary layer is modifying its properties, it
must be verified that reduced turbulent skin friction does not lead to an increase of pressure drag. This
means that the separation behaviour of the manipulated boundary layer should not be deteriorated. Note that
the two basic forms of three-dimensional boundary layer separation are meant here, namely squeeze-off or
flow-off separation [27]. Upstream shift of the separation line, increase of displacement and momentum
thicknesses must not be so large that the skin friction drag reduction be compe'sated by pressure drag.

Reduction of the skin friction drag alone is indeed a rather easy task if one is not concerned with net
drag rechiction. Altering the flow inside the boundary layer in order to drive it towards separation can
lead to a dramatical reduction of local skin friction, at the price of an enhancement of the momentum
losses and therefore an increased pressure drag. In extreme cases, the pressure drag increase can become
larger than the skin friction reduction, leading to net drag deficit.

Van den Berg 1281 has published a theoretical analysis of the effect of adverse pressure gradient on the
performance of LEBU's. From the two-dimensional integral momentum conservation law, the momentum thickness
development on an aerofoil is related to the viscous drag. Considering that the inner layer is not much
affected by LEBU's, the law of the wall is assumed to hold, and the skin-friction laws used for smooth
turbulent boundary layers are applied. Substituting this relation into the integral equation, the optimum
shape factor, minimizing the momentum thickness growing, can be expressed as a function of the pressure
gradient parameter. The corresponding optimum skin friction can then in turn be calculated and show that
minimum momentum thickness growth means minimum skin friction for zero pressure gradient, but non-vanishing
Cf for adverse pressure gradients. For larger adverse pressure gradients, optimum conditions are even
obtained for skin friction values larger than that of a smooth turbulent boundary layer, indicating that
turbulence generation has to be applied to minimize the total drag. Although this analysis is based on
simplifying assumptions and needs experimental confirmation, it has the merit of pointing out the close
connection between friction and pressure drag.

As far as riblets are concerned, the views concerning their influence on pressure drag are somewhat
different. Flight measurements of Mc Lean at Boeing [291 did not demonstrate a significant influence of
riblets on pressure drag in adverse pressure gradient flows. In Europe, preliminary windtunnel experiments
by Quast at DFVLR [301 with riblets applied on the rear part of the upper side of a sailplane laminar
airfoil show a reduced pressure drag. Lastly, theoretical investigations by Monnoyer at MBB do not provide



a clear answer, but seem to in ,cate that riblets are causing a thinner boundary layer to develop on the
surface as )n a smooth wall, and consequently reduce the displacement effect. Experimental studies focusing
on the influetnce of riblets on pressure drag are presently going on at ONERA, RAE and MBB.

Influence of 1)[rssure Ljadient.

Uhe effect ot pressure gradients on turbulence management devices is the counterpart of the above
discussion. Most of the experiments having been performed in /ero pressure gradient flows, it is mandatory
to ifnvesti.late how decelerating and accelerating flow conditions are affecting the driving mechanisms of
turbuleln o'c ilaiqement devices. The question of inverse prediction has also to be adressed, enabling to
detine what kind and how much boundary layer manipulation has to be applied for providing prescribed flow

Directi.-nal sonsitr';rty.

the ,,fii:en:y o turbulence management devices such as riblets is related to their alignement with the
Local flow direction. This condition is automatically fulfilled in twc dimensional experiments, but the
important ,ue.otron arises of the directional sensitivity of turbulence management devices in fully three-
dimensional tlows, where locally strong deviations of the near-wall viscous flow from the free stream flow
direction can e present.

This is ilbr:;trated in Fig. 7, where the computed skin-friction line pattern on an Airbus A 320 fuselage
are pr-sentd f r cruise conditions. The calculation has been performed by the MBB Transport Aircraft Group
on the basis of the complete aircraft inviscid flow solution provided by a panel method. The computation of
the three-limensional boundary layer was realized on the fuselage, the inner wing and the wing-body
fairing. The flow is nearly aligned with the free stream on the forward part of the body, but stronger
crossflow is obpserved on the rear half of the fuselage, induced by wing-body interference. In this region
of establih,'I turbulent flow with substantial skin friction values, effective boundary layer manipulation
is to be emj) Lyed for achieving valuable net drag reduction, implying that turbulence management has to be
carefully appli,,d by taking the local flow direction into account. This situation is even more critical in
landing and take-off configurations, and may lead to very large regions where turbulence management is
unapplicable if dfvice misalignement is associated with net drag penalty.

Tests indicate that riblet drag reduction is relatively insensitive to yaw angles up to about 150. Fig.
8 presents data of Bechert [31] for vinyl riblet sheets mounted on a flat plate submitted to three diffe-
rent cross flow angles, *=01, 150 and 251. The results show similar drag reduction performance at +=00 and
15, and a comletely different behaviour of the drag reduction with increasing s for the largest cross
flow angle, with a drag penalty for s'>13. These results confirm earlier tests presented in Ref. [151.

influence of three-dimensionality.

Three-dimensional boundary layers have not only to be considered from the directional standpoint. Typi-
cal features of three-dimensional flows, such as transverse pressure gradients and subsequent crossflow
profiles, are also expected to affect the structure of turbulence and consequently the operating mode of
turbulence management devices. Additionally, the influence of transition from laminar to turbulent flow on
the donrstream developing turbulent boundary layer has also to be investigated in the frame of three-dimen-
sional turbulence management, as well as history effects in general and turbulence aniso' I topics
about which only few is known.

Influence of surface curvature.

Surface curvature is one of the so-called second-order boundary layer effects [32]. It affects the
boundary Layer through the presence of a non vanishing pressure gradient in the direction normal to the
wall. in addition, concave surface curvature is the source of longitudinal counterrotating vortices induced
by centrifugal destabilizing forces in the laminar boundary layer. This phenomenon is commonly referred to
as the G6rtler or the Taylor-G6rtler instability. The corresponding G6rtler vortices are also observed in
turbulent boundary layer flow, leading to increasing near-wall turbulence intensities on concave surfaces,
while convex curvature reduces turbulence intensities and skin friction.

For practical applications, it is of primary importance to investigate the reciprocal effects of surface
curvature and turbulence management. In this context, the following questions have to be answered:

- Does surface cuirvature influence the structure of the turbulent boundary layer in such a way that turbu-
lence manipulators be unfavourably influenced?

- Does concave curvature enhance turbulence management performance and convex surface curvature have a
neutral effect, as might be speculated from general considerations?

- Flow is the variation in the effect of a given turbulence management device with increasing concave or
convex cuirvature?

At our knowledge, no specific tests have been performed in this field. As a starting point of d series
of detailed experiments, however, Coustols et al. [18] have conducted a preliminary investigation of the
drag reduction on an Airbus type fuselage with adhesive riblet sheets (s-2h=0.12 nm). The windtunnel expe-
riments made at relatively low Reynolds number (Re- 2.8x10 to 8x101 based on the fuselage length) indicate
that riblet net drag performance expressed as function of the groove height in wall units h, is similar to
that obtained on flat plates. Relatively lower measured net drag reduction up to 3.5 percent is estimated
as pessismistic by the authors because of unrealistic approximations in the tested configuration. These
tests cannot be considered to specifically study the effect of surface curvature on riblets because of the
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nearly axisymmetric flow on the fuselage alone, but further experiments are planned with test conditions
involving larger surface curvature influence.

Reynolds number sensitivity.

Reynolds number based on local conditions is an determinating parameter for boundary layer flow. It
changes with flight altitude and speed, and becomes larger with growing boundary layer. As it largely
influences the structure of the turbulent viscous flow, the local Reynolds number can be expected to have a
direct influence on the efficiency of turbulence management devices.

In the case of riblets, the drag reduction performance scales with groove height h and spacing s
expressed in wall units, h* and s . The experimental data on the flat plate presentented in Fig. 3 show
that optimum net drag reduction is obtained for s+=10-15, but a positive effect is measured for s <25. This
should be sufficient to cover a large range of operational Reynolds numbers in aircraft applications. In
Fig. 9, the evolution of the spacing s for a given riblet shape s=h=0.063 mu on an Airbus A 320 fuselage
in the same flight conditions as in Fig. 7 are presented. The riblet spacing s+ - which is defined diffe-
rently as in Fig. 3 for compressible flow - predicted by the boundary layer solution is that of the clean
configuration, without riblets. Nevertheless, the curves of Fig. 9 indicate that the Reynolds number influ-
ence is rather weak and that the riblet spacing in wall units stays within a range s =10 and 15 over more
than 80 percent of the fuselage length, suggesting that optimum riblet performance can be expected over
most of the surface with a constant riblet spacing.

These data can also be used for optimizing the riblet size, but it should be pointed out that extrapo-
lation of laboratory experiments to flight conditions can be hazardous. Squire and Savill [331 experimented
the effect of riblets on a flat plate at high subsonic speeds (M.=0.5 and M.=0.88, Re/L= 4.9xi07 m- 1 and
7.2x107  

in-
1 respectively) and arrived at the surprising conclusion that optimum riblet scaling increases

with Re and M in contradiction with results obtained over lower ranges of Re,2 . On the other hand, recent
very accurate experiments performed in the ONERA S1 windtunnel by Thibert and Schmitt [34] on an Airbus
A 320 fuselage-wing model of scale 1:11 with riblets on 66 percent of the surface showed comparable viscous
drag reduction performance in cruise conditions as obtained from small scale incompressible laboratory
experiments. Further tests and optimization at flight condit-ons are still required for confirmation of
these results.

LEBU's have been tested in flight by Bertelrud [35], [36] on the wing of a Saab 32 Lansen aircraft.
Measurement of local skin friction in the range M.=0.25 to 0.95 and chord Reynolds numbers Re=8xl0 6 to
30x106 show Cf reductions comparable with laboratory experiments. Additionally, it was concluded from these
experiments that manipulators performance was not significantly affected by the moderate pressure gradi-
ents, compressibility and three-dimensionality effects of typical aircraft wings.

Mach number sensitivity.

The field of possible applications of turbulence management is ranging up to the hypersonic regime.
Following the Morkovin hypothesis, density fluctuations are negligible for Mach numbers lower than M=3. The
question then remains to know if the effect of a given turbulence management technique is influenced by the
local Mach nuirber at the edge of the turbulent boundary layer in highly compressible flows.

A preliminary investigation into the effects of riblets on A supersonic turbulent boundary layer has
been recently carried out by Robinson at NASA Ames [37]. The experiment was performed in the Ames High
Reynolds Number wind tunnel at a free-stream Mach number of 2.97 on an equilibrium turbulent boundary layer
developing on a cylindrical centerbody. Adhesive backed vinyl riblets sheets (h=s=0.l5mm) were used. Hot-
wire and pitot surveys of the boundary layer suggest that effects of riblets in the supersonic regime are
qualitatively similar to those observed in the low speed regime. Results show that streamwise turbulence
intensity in the log and buffer regions of the supersonic boundary layer is reduced significantly by the
riblets, which reduce the near-wall turbulence intensity without altering the basic structure of turbulence
generation. From these preliminary results, it can therefore be expected that riblets do provide skin fric-
tion drag reduction for compressible supersonic flows.

Another Mach number effect has also been observed in the case of LEBU's. For flight applications, thin
flat plates cannot be used because of mechanical vibrations and thicker, profiled shapes have to be chosen
that provide sufficient stiffness. Bonnet et al. (38] have studied in detail the behaviour of a LEBU with a
NACA 0009 profile shape placed inside a turbulent boundary layer developing on a flat plate, at free stream
Mach numbers between 0.7 and 0.8. They observed that very strong Mach numbers effects are present for
conditions close to the device critical Mach number, leading to large modifications of the device drag and
lift coefficients.

Aerothermal effects.

Thermal loads (wall temperature and wall heat flux) are increasing with Mach number. In a steady case,
an equilibrium temperature at each point on the surface is determined by the convective/diffusive heat flux
through the boundary layer, by the wall heat flux and from heat transport by radiation. The state of the
boundary layer, laminar or turbulent, surface roughness and real gas effects are also intervening in the
thermal loads.

The presence of turbulence management devices must also be taken into account for the evaluation of the
thermal loads. The important points to be investigated are:

- How does a local thermal state influence the driving mechanism of a given turbulence management device?

- To what extent do the various mechanisms affect turbulence management?
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The inverse problem, that is, the influence of turbulence management on thermal loads, surface reactions
(catalytic wall), etc., has also to be adressed in high Mach numbers flows. It is needed to examine if and
to what extent turbulence management devices can modify the aerothermodynamic characteristics of surfaces.
Riblets, for instance, could increase the wall heat transfer through the considerable increase of the
wetted area, and on the other hand reduce the wall heat flux because of the reduced turbulence intensity in
the inner layer.

OPEATI L ASPECTS

There are a number of potential problems connected with the application of turbulence management methods
on an in-service aircraft. The major operational aspects, either emerged or expected from the application
of riblet profiles, will be shortly discussed in this chapter, see also Ref. (39]. As LEBU's are not plan-
ned to be applied in practice in the very near future, operational problems related with these devices are
not considered here.

Safety analysis assessment.

The safety analysis has to consider extreme flight situations that are likely to occur because of the
applied riblet film. The safety aspects include e.g. the degradation of aerodynamic aircraft characte-
ristics caused by a change of the riblet surface flow conditions in the case of heavy rain (decrease of
maximum lift) or by local riblet film separation from the airframe surface. Safety analysis has to assess
the impact of such situations on the aircraft behaviour.

Contamination of riblet surface.

The spacing of riblet grooves for a transport aircraft - typically between s=0.05 and 0.075 mm (0.002
and 0.003") - is of microscopic size. During operation the riblets are exposed to environmental contami-
nation like dust, rain and icing, to insects, to de-icing fluid at the wings, and to hydraulic fluids,
especially at the lower fuselage downstream of the landing gear and around servicing ports. In respect of
this, one of the key questions is the cleaning of the riblet material.

Erosion and aging of riblet profile material.

The riblet effectiveness depends largely on the sharpness of the riblet edges. During operation the
riblet material is exposed to mechanical forces like rain, hail, insect and particle impacts, as well as
even to lightning. The mechanical forces cause erosion of the riblet profiles mainly at the wing and tail
leading edges.

The aging process of the riblet film is accelerated by environmental effects like temperature variations
from +800 to -500C, ultraviolet sunlight and chemical pollution of the atmosphere (e.g. acid rain)- Both
erosion and aging degrade the individual riblet profiles and may lead to brittleness, shrinking and
cracking of the plastic riblet film.

The designed riblet life time is about 5 years. The variation of riblet effectiveness as a function of
the above cited environmental influences has to be investigated by simulations in laboratory and by flight
testing.

Adhesive aging and airframe surface corrosion.

State of the art riblets are applied as an adhesive plastic film on the airframe surface. During opera-
tion the adhesive plastic layer is exposed to similar environmental constraints as the riblet film itself.
In particular, large temperature variations, dampness, chemical pollution and hydraulic fluids may provoke
an aging process of the adhesive layer. Additionally, the riblet film may cause corrosion if applied
directly on the airframe aluminium skin.

For this purpose, the application of proper adhesives is very important. To avoid any loss of adhesion
and any corrosion of the airframe skin during the designed riblet life time, laboratory and flight testing
is necessary to examine the environmental effects on the adhesive aging and the airframe surface corrosion.

Air leakage at riblet film covered surfaces.

Air leakage mainly from pressurized fuselages may cause small air bubbles to be present under the riblet
film. Therefore, state of the art riblet material is laser-perforated in order to allow leaking air to
escape from the film. A hole diameter d-0.25 mn and a hole spacing s-6.4 mm has been found by 3M Company to
be effective without deteriorating the riblet efficiency.

Maintenance problems.

The application of riblet films may make the aircraft maintenance more difficult due to the sensitivity
of the riblet profiles. It has especially to be guaranteed that during maintenance e.g. mechanical damages
on the sharp riblet edges and spilling of hydraulic fluids around servicing ports is avoided. Moreover, the
choice of the parts of the airframe surface which can be covered with riblet films is largely influenced by
the accessibility requirements for aircraft maintenance.



23-7

In some cases, coloured riblet film may be applied as a substitute for paint, because there are only
marginal differences in the application costs between conventional paint and friction drag reducing riblet
film. But in this case, there are additional operational aspects to be considered. Coloured flexible
plastic film prevents visual inspection of the airframe surface and requires different methods of damage
recognition.

Finally, riblet material application and removal requires special procedures. The most crucial condition
in this respect is the alignment of the riblet grooves with the local skin friction line direction, consti-
tuting a difficult task for the technical staff.

Cleaning requirements.

Because of the contamination of the riblet surface during operation, one of the key questions is if an
effective cleaning of the riblet material is possible and in the affirmative, what procedure has to be
applied. The cleaning procedure may not deteriorate the mechanical nor the chemical properties of the
riblet film. Since this film consists of individual plastic sheets glued on the airframe surface, appli-
cation of mechanical cleaning is limited in order to avoid peeling of the film at sheet seams or edges.
Investigations of these problems are necessary for the development of cleaning requirements.

In-service testing of riblet samples.

In order to quantify operational aspects connected with t-h application of riblet profiles on an
aircraft in service, long term laboratory and flight testing is required. For this purpose, Airbus Indus-
trie - Technology Working Group (AI-TWG) 01 "Viscous Drag Reduction" has initiated a long term flight
testing program of riblet film samples on an ir-service airliner. Together with Lufthansa and 3M Company,
the manufacturer of the riblet film, an 18 m ath test program of riblet specimen on an in-service Lufthansa

A 300-600 has been started in July 196d. The test installation includes 12 riblet specimen with a groove
spacing s=0.05 mm at different locations on the aircraft selected in order to expose the riblet samples to
different environmental conditions, see Fig. 10. Each riblet specimen consists of 6 individual strips which
will be removed from tl-e aircraft at 3 month in~ervals for detailed laboratory investigations.

CONCLUDING REMRKS

In this paper, design and operational aspects of turbulence management application for aircraft friction
drag reduction have been presented. The friction drag reduction potential of two techniques, the riblets
and the LEBU's, has appeared to be so promising in the first laboratory evaluations that in-flight appli-
cations are intended in the very near future. In this frame, several questions arising from practical
considerations have to be answered.

Riblets with the requested dimensions are available in thin sheets of adhesive-backed vinyl that can be
directly applied on the airframe surface with no major difficulty. Windtunnel tests on flat plates with
riblets have shown that friction drag reduction performance of about 8 percent can be obtained. However,
the influence of the riblets on pressure drag is still an open question, though preliminary investigations
tend to show that no signigicant pressure drag penalty has to be expected. Because of directional sensiti-
vity (+=tl5S), the alignment of the riblet grooves with the local wall streamline direction is a practical
problem to be solved. The local Reynolds number effect is rather weak and can be estimated. The Mach number
sensitivity in transonic regime seems to be low, but has not been studied in detail yet. Operational
aspects of riblet application related to environmental effects and maintenance requirements still need to
be investigated. It is likely that additional problems will emerge when applying the riblet technique to
practical configurations, but turbulence management with riblets nevertheless seems to be a short term
technology.

With the aim of introducing riblets into airline service in the early nineties, a joint program of
Airbus Industrie and its partners has been started to investigate the design and operational aspects of
riblet application on two planes of the Airbus family. Fig. 11 shows the proposed activity plan of the
AI-TWG 01 research program [401. The cooperative activities include local and global riblet performance
flight measurements on an Airbus A 320 in 1989, and the already mentioned long term flight testing of the
operational characteristics of riblet samples applied on an in-service Lufthansa A 300-600, started in July
1988. This research program also includes windtunnel testing performed by the partner companies together
with the national research institutes. These tests, together with basic research on the driving mechanism
of friction drag reduction by riblets will serve as a guideline for the planned flight tests.

On the other hand, LEBU technology is at an earlier stage. Large friction drag reduction performance has
been measured on flat plates, but discrepancies between the numerous available experimental results indi-
cate that further extensive research on both the mechanism of skin friction reduction by LEBU's and the
characteristic parameters is necessary in order to define the optimal arrangement. Furthermore, difficul-
ties associated with operational aspects have to be solved. For these reasons, turbulence management by
LEBU's seems to be a longer term technology as riblet application.
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TRAILING-EDGE SWEEP AND THREE-DIMENSIONAL VORTEX INTERACTIONS
IN JETS AND MIXING LAYERS*

V. Kibens, R. W. Wlezien, F. W. Roos, J. T. Kegelman
McDonnell Douglas Research Laboratories (MDRL)

P. 0. Box 516, St. Louis, Missouri 63166

SUMMARY

Three-dimensional vortex interactions were investigated in jets with slanted,
indeterminate-origin exit nozzles, and in mixing layers behind a splitter plate with a
swept trailing edge. Flow-visualization images were quantitatively processed to charac-
terize compley three-dimensional vortex interactions in non-axisymmetric jets. Phase-
conditioned, pulsed laser-sheet illumination was used to obtain a series of sectional
images while rotating the asymmetric nozzle. The sectional images were recombined into
an unwrapped representation of the developing vortex systems in the shear layer. Partial
pairing of sections of adjacent vortex systems was shown to be responsible for asymmetric
shear-layer growth. Flow visualization in the flow behind the swept trailing edge showed
that two families of instability waves can develop with different orientations with
respect to the trailing-edge angle. Excitation was shown to enhance waves with orienta-
tion parallel to the trailing edge or perpendicular to the mean flow direction, depending
on excitation frequency. The wavelengths of the two wave families were identical, and
the streamwise spacing depended on the sweep angle.

*Work performed with support from the U.S. Air Force Office of Scientific Research,
Contract No. F49620-86-C-0090 DEF.

1. INTRODUCTION

Efficient techniques of turbulence control applied to unsteady flowfield phenomena
are needed to optimize operation of aerodynamic and propulsion systems. Manipulation of
three-dimensional vortex flowfields is central to such techniques. The work reported
herein approaches the investigation of three-dimensional vortex systems in two stages.
The first stage involves the use of high-resolution, high-data-rate instrumentation and
data processing to extricate details of three-dimensional coherent motion from the back-
ground of random turbulence and to describe the interaction of the vortex systems that
comprise that motion. This stage is being performed in indeterminate-origin nozzle
flows. The second stage consists of the investigation of simple shear-layer vortex
systems that retain elementary features of three-dimensionality, and is being performed
in a two-dimensional shear layer behind a plate with a swept trailing edge.

2. DESCRIPTION OF VORTEX INTERACTIONS

2.1 Backqround
Development of plumes from initially nonaxisymmetric nozzles was investigated at

MDRL in previous work (References 1 and 2). In unexcited jets, the shear-layer
instability-wave system was shown to undergo complex three-dimensional interactions which
produce strong asymmetry in shear-layer spreading rates, and an overall net increase in
jet spreading. Acoustic excitation was shown to produce an even wider range of shear-
layer responses, as well as stronger asymmetry. The excited nonaxisymmetric jets have
highly three-dimensional but strictly repetitive vortex systems, which are typified in
Figure 1. In this case, the nozzle exit is inclined and the jet is acoustically excited
at a subharmonic of the shear-layer instability frequency.

The schlieren visualization photograph of Figure 1 was taken using helium as tracer;
the photo illustrates the highly repetitive shear-layer structure and indicates the exis-
tence of strong asymmetry in the vortex-merging process. It is not possible to determine
the details of the interaction mechanism from this image, however, because the schlieren
process integrates the refraction of a light beam traversing the entire flowfield. A
quasi-quantitative technique was needed for characterizing the three-dimensional struc-
ture of vortex systems in these jets.

Techniques such as computed tomography were considered for processing the schlieren
images. The requirements of low-noise images and multiple viewing angles make the imple-
mentation of tomography impractical. Scanning-laser-sheet techniques (Reference 3) have
been successfully used in low-speed flows, but laser pulse rates and image-recording
rates are much too slow to be used in 30 m/s jets. The periodicity of an acoustically
excited plume permits phase averaging with standard video and laser technology. Image
processing was used to convert the laser-sheet images into a multidimensional description
of the jet instability-wave system. A detailed set of laser Doppler velocimeter (LDV)
data was also used to validate the flow-visualization technique.
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Fig. 1 Complex shear-layer development in
acoustically excited jet from inclined nozzle;
U. = 30 m/s; compound excitation at 1100 and
50 Hz.

2.2 Approach
The nonaxisymmetric-nozzle configuration used in this investigation is based on the

indeterminate-origin nozzles described in Reference 1. A constant-diameter (d = 25.4 mm)
extension was mounted at the exit of a contraction section. The tube was nominally 2.5 d
in length, with an inclined exit of length d/2. Maintaining the convention adopted in
References 1 and 2, we define the origin of the cylindrical coordinate system relative to
the average axial location of the nozzle lip, with the reference azimuth angle b = 0 cor-
responding to the point on the nozzle extending farthest downstream.

The nozzle was mounted on the flow system by use of an indexing adaptor that allowed
the nozzle to be rotated to an arbitrary azimuth relative to the stationary laser sheet.
The flow system consists of a muffler, a low-angle conical diffuser, a settling chamber
with honeycomb and screens, and tandem contraction sections with contraction ratios of
23:1 and 6.25:1. An electronically controlled blower provides a stable, quiet flow
source. With appropriate measures taken to minimize blade-passing and system resonance
frequencies, the irrotational low-frequency surging at the nozzle exit plane is less than
0.15% at an exit velocity of 30 m/s. The centerline turbulence intensity, as determined
by two-sensor correlations, is 0.03%.

The shear layer was made visible by injecting atomized seed material into the bound-
ary layer immediately upstream of the final contraction. A laser velocimetry seeding
system was used to disperse 1-jam-diameter droplets of polyethylene glycol. A circular
slit was used to inject the tracer nearly parallel to the mean flow with minimal distur-
bance to the jet. Four tubes around the periphery of the injection plenum were used to
supply the tracer.

A 10-W pulsed copper-vapor laser system was used to selectively illuminate planes
within the jet flowfield. The optical configuration included a cylindrical lens to
diverge the beam in the vertical direction, and a 1.6-m focal length parabolic mirror to
focus the light into a sheet. The focal length of the mirror was chosen to be suffi-
ciently long to provide a thin light sheet over the region of interest within the jet.
For the present investigation, the light sheet was aligned vertically through the jet
axis.

The illuminated flow was imaged by an RCA Ultricon low-light-level camera. This
camera is sufficiently sensitive to produce usable images even when the flow is not
visible to the unaided eye. The images were stored on videotape by a broadcast-quality
video recorder.

The copper-vapor laser typically flashes at a repetition rate of approximately 6 kHz
with a pulse duration of approximately 10 ns. The pulses were synchronized with the low-
est subharmonic frequency of the excited jet (approximately 400 Hz) to produce phase-
averaged images of the flow. It is possible to operate the laser at such low frequencies
fcr only approximately one minute; at that time the plasma becomes sufficiently cool to
prevent lasing. No attempt was made to synchronize the laser with the video camera. The
image persistence of the low-light-level camera was sufficient to smooth the 6-7 laser
pulses that occurred in each video field. A computer-controlled delay was applied to the
laser trigger signal to permit visualization at an arbitrary phase. A typical data run
consisted of 2-s segments, each at constant phase, with the computer-controlled delay
cycling through 32 segments of one cycle of the acoustic excitation. The high sensitiv-
ity of the camera coupled with the intense laser illumination produced high-contrast
images at jet velocities in excess of 30 m/s. A typical digitized and enhanced image of
an excited plume is shown in Figure 2.
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A compo i tf acoiustiC c XCitat ion s;cheme was usedl to regularize the jet structure and
.r) y Wev;!- a ph;ar;e r.'ferernce for the conditionally -iveraged images. The fundamental

excitation f.equency, f,/2 1526 Hiz, cortresponds to the first subharmonic of the shear-
layer ins tab lity frequency at a jet exit velocity Ut1= 30 rn/s. The second subharmonic
fre'~uenrcy f,4 ir linearly added at a relative amplitde of 0.5 and an appropriate phase
to spatL~ialy x rihe vr.rtex-pairinq locations. The simple sum of these two frequencies

U c f e4n' ir,(4uc,! a further coalescence at a frequency of f, /8, the jet instability
rerruoncy. m~u tyrodtilation with an mjitude of 10% at the f0 /5 subharmonic is suf-

jccn io Pt Vidte d 1uLble phase! lock. The composite excitation signal was computed anrl
.yrrheu t nec;(, of on arbitrary waveform generator with a 64-bin resolution, a contin-

uourily ad just b~f! mau!t~kr clock signal to tune the excitation, and low-pass filtering -t6
remove higher harmonic!; generated :-)y bin-to-bin discontin'uities. Acoustic excitation was
introduced tu the flow through a high-frequency driver coupled to the flow-system plenum.

LDV meat urernenth required a total of four days of acquisition time with precisely
controlled jr-t characteristics. The composite excitation waveform described above pro-
vidf.d the grfeatest long-term stability for the flowfield, and was used for the detailed
two componen., phase-conditioned LDV measurements. The flow-visualization measurements,
which we~re p'':rforrned earli"', d (id not require that excitation be matched so precisely to
the ha-aerinstability frequency. In that case only two frequencies were used in
the muitimodfe excitation, w-th components at 1100 11z, the f,)/3 subharmonic of the shear-
layer instability frequency, and the fO/6 subharmonic, 550 Hz. Although use of this
excitation scheme did not permit a direct comparison between the LDV and visualiza' ion
data, qualitative similarity between the results can be demonstrated.

initial digitization aid centroid tracking of the flow-visualization images Was con-
iucted at the McDonnell Doti Iati Astronautics Company Image Processing Laboratory using a
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Two techniques for tracking the vortex systems were developed. The first, referred
to as adaptive centroid tracking, consists of image enhancement, thresholding, segmenta-
tion, and centroid detection. A second, more robust algorithm, consists of radial inte-
gration and is much less sensitive to random variations in image intensity and tracer
distribution. Corroborative phase-conditioned vorticity measurements were used to verify
the validity of the visualization techniques.

The objective of the adaptive centroid tracking algorithm is to segment a digitized,
phase-averaged image of a laser-illuminated shear layer into domains representing vortic-
ity concentrations and to compute the centroids of the segmented regions to track vortex
locations. A direct thresholding technique cannot be used because the image contrast
varies with distance from the nozzle.

A local histogram-equalization technique was used to compensate for the diffusion of
smoke with distance from the nozzle exit and to create uniform contrast across an image.
Direct thresholding of the equalized image produces segmented domains for which the cen-
troids can be directly computed.

The direct approach to vortex tracking described above suffers from two flaws that
are difficult to overcome. First, the image-density thresholds are chosen arbitrarily,
and their levels vary with background illumination, laser intensity, and seed particle
concentration. Manual intervention is required to determine a threshold level appropri-
ate to detection of domains corresponding to vorticity concentrations. A second problem
is posed by the need to separate domains that remain connected after thresholding and to
distinguish multiple vortices which have been identified as a single entity by the
algorithm.

The adaptive thresholding technique developed to systematize centroid identification
is shown schematically in Figure 4. A three-dimensional representation of the intensity
distribution in a typical image illustrates the connected islands of intensity that cor-
respond to discrete vortices. The difficulties associated with a single threshold level
are clear. A threshold with a level greater than three will not detect the leftmost
peak, whereas a lower-level threshold will not separate the other two peaks.

Adaptive thresholding begins with a maximal threshold level, which in the example of
Figure 4 is a level of 8. The centroids of all detected domains are computed and saved
on a stack; in this case only one domain is detected. The threshold is decreased and
checks are made for two conditions. The first condition is the appearance of a new
region, which occurs at a threshold of 5 in the example. The centroids of new domains
are added to the stack. The second condition is the merger of two domains, which occurs
at threshold levels of 4 and 2. In this case, centroids of regions which were previously
disconnected are stored as detected entities; otherwise, the centroids are ignored. In
the example, all three peaks are detected and no arbitrarily specified constants are
used.

The streamwise track diagram for one section of the jet shear layer is shown in
Figure 5. Three complete cycles of the lowest subharmonic are required to cover the
first six diameters of plume development. The jet instability frequency is one/sixth the
initial shear-layer instability, and the 6 to 1 frequency reduction through vortex mer-
gers can be deduced from these data. The six initial vortices merge to form four vor-
tices at x-x, = d, where x. is the local lip position, and two vortical regions remain at
2d. Adaptive thresholding is unable to follow the final pairing and the results are
ambiguous beyond 4d. Vortical structures can easily be tracked near the nozzle lip where
they are well-defined and nearly elliptic in cross-section. The strong distortion of the
vortical domains that occurs in the later stages of jet development reduces the viability
of peak-tracking in this region.
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In the radial-integration algorithm, no attempt is made to track predetermined dis-
crete entities within the shear layer. At each axial location, the total tracer concen-
tration is integrated across the layer and after appropriate compensation and enhance-
ment, the axial locations of vorticity concentrations can be determined. The complete
processing scheme consists of the following steps:

1) Local histogram equalization of the raw image to enhance contrast.
2) Application of a mask at the average background intensity to remove light scattered by

the nozzle.
3) Vertical line averages of the intensity in the upper and lower halves of the jet.
4) Subtraction of the overall average pixel intensity at each axial location.
5) Combination of the line averages into phase-versus-x diagrams.
6) Directional filtering to minimize phase-dependent contrast variations.
7) Histogram equalization to enhance overall contrast.

A typical result of this process is shown in Figure 6. The pixel intensities have
been inverted so that tracer concentrations appear black. The initial development of the
shear layer appears to be similar to that determined by the adaptive thresholding algo-
rithm, but more detail is apparent in instances of incomplete pairing. The vortices
labeled 1 through 3 coalesce into a single structure that persists for at least 3d from
the nozzle lip. Vortex 4 appears to undergo partial pairings with 5 and 3, and 5 and 6
bypass one another before merging at 2d. Ultimately, only a single strong tracer concen-
tration exists beyond 3d, although the diffusion of the scalar tracer masks the final
coalescence.
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Fig. 6 Vortex tracks based on flow visualization; radial
integration algorithm; azimuth $ = 180 deg.
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Phase-conditioned, two-component LDV data were obtained to compare with the visuali-
zation results because the distribution of seed material within the shear layer only
approximately models the vorticity distribution. As discussed above, the acoustic exci-
tation was different for the LDV and flow-visualization measurements; therefore, only
qualitative conclusions c.n be made. Data sets of 40,000 coincident bursts were obtained
at each of 1406 grid points in the jet. A grid-generation routine was used to produce a
Gaussian concentration of grid points in the shear layer, with a simultaneous linear
stretch applied in the streamwise direction. Each cycle of the lowest subharmonic was
subdivided into 64 parts, and the phase-conditioned vorticity was computed at each grid
point.

The phase variation of vorticity integrated across the shear layer is shown in
Figure 7. Derk areas correspond to domains of positive circulation. In this case the
jet frequency is one-eighth the shear layer instability frequency. The acoustic excita-
-ion did not have a component at f0 , and the initial shear-layer rollup is difficult to
detect. However, the streamwise evolution of the first through the third subharmonics is
clearly visible. The results are qualitatively similar to those derived from the visual-
ization, with the direct vorticity measurements better able to distinguish organized con-
centrations of vorticity up to 6d from the lip. The frequency at which the jet instabil-
ity is driven is greater than that in the flow visualization by a factor of 4/3, hence
the apparent difference in the slope of the vortex tracks. Partial pairings are not evi-
dent, probably because the jet frequency is a 2n (where n = 3) submultiple of the shear-
layer instability frequency.
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Fig. 7 Vortex tracks based on integrated vorticity from
two-component LDV data; azimuth %i = 180 deg.

The vortex track diagrams derived from the flow visualization have been recombined
in Figure 8 into a physical description of the three-dimensional shear layer. Radial
integrals of each of the sections taken at 19 azimuths around the jet have been combined
at a constant value of the phase. In essence, the three-dimensional vortex structure has
been unwrapped by image processing. Only 8 of the 32 total phases are shown here. As
with the track diagrams, directional filtering and histogram equalization are used to de-
emphasize azimuthal variations and increase contrast, respectively.

The inclined nozzle becomes a sinusoidal trailing-edge in the unwrapped representa-
tion. The most striking aspect of the processed data is that the instability waves near
the nozzle lip essentially form parallel to the trailing edge, but at x/d = 4 the struc-
ture is nearly axisymmetric. This is a direct axisymmetric analog of the two-dimension-
alization of shear layers formed by splitter plates with a periodic distribution of tabs
(Reference 4). The shear-layer reorganizes itself by partial pairing of the initially
inclined ring vortices. At a relative phase of 0 = 900, a vortex near x/d = 1.5 can be
observed to be paired with an upstream vortex at azimuth 0 = 0 and a downstream vortex at
0 = 1800. At phase 0 = 1350, the vortex has been sufficiently distorted so that the seg-
ment which left the nozzle farthest downstream (azimuth 0 = 00) is now farthest upstream,
that is, the vortex has switched its angle of inclination. As the phase increases
through 0 = 2250, the pairings become more complete with a filament of longitudinal vor-
ticity connecting the rings near azimuth = 900.
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2.4 Conclusions
A technique has been developed in which flow-visualization images can be quantita-

tively processed to characterize complex three-dimensional vortex interactions in non-
axisymmetric jets. The three-dimensionally developing vorticity concentrations were
labeled with a scalar tracer and illuminated with a phase-conditioned pulsed-laser
system. A direct tracking algorithm was found to be only partially successful, particu-
larly in situations where partial pairing and vortex tearing occur. A radial-integration
scheme provides a more general description of the shear layer when only axial development
is required. Phase-conditioned, two-component LDV measurements, which are impractical
for routine use because of excessive acquisition and processing times, show qualitative
agreement with the flow-visualization results when phase-conditioned vorticity is
calculated.

The unwrapped images of the shear layer from the inclined-exit nozzle demonstrate a
shear-layer growth mechanism that is consistent with the strong asymmetry documented in
Reference 1. The initially inclined vortex system readjusts to become axisymmetric
through partial pairings of the initially inclined rirng vortex system. Portions of a
vortex coalesce with upstream and downstream neighbors, ultimately producing a streamwise
component of vorticity near 0 = 900. Velocity measurements in Reference 1 have shown
suppressed shear-layer growth in this region, with significant spreading enhancement near

= 0 and 180'. The selective introduction of longitudinal vorticity thus appears to be
an effective mechanism for controlling jet mixing.

3. TWO-STREAM MIXING LAYER FROM A SWEPT TRAILING EDGE

3.1 Background
As discussed in the previous section, and shown in Figure 1, jets from inclined-exit

nozzles develop vorticity concentrations that align with the slant of the nozzle lip, and
revert to an orientation perpendicular to the mean flow with streamwise distance through
a series of three-dimensional vortex interactions. For high slant-angles, constant phase
lines of the initial instability waves are perpendicular to the jet axis without regard
for the nozzle geometry (References 1 and 2). A two-stream mixing layer behind a split-
ter plate with a swept trailing edge was generated to study, in a two-dimensional flow,
the dependence of instability-wave orientation and development on the trailing edge angle
and the flow parameters. The following sections discuss the initial findings of the
mixing layer experiment.

3.2 Approach
The experiments are being conducted in a closed-circuit, low-speed wind tunnel with

high-quality flow in the test channel. The test channel has glass windows along its full
5.5-m length.

The splitter-plate for generating the two-stream mixing layer is shown schematically
in Figure 9. The 1.27-cm-thick plate spans the full 91-cm width of the test channel and
is sealed against the windows to prevent leakage because of the static-pressure differ-
ence across the plate. Positioned with its leading edge at the test channel entrance,
the plate extends downstream 1.62 m at the mid-point of the trailing edge. The height of
the high-speed (U1 ) channel above the plate is 22.2 cm, while the height of the lower-
speed (U2 ) channel is 14.0 cm.

Acoustic exciter

Porous panel fr

flow-visualization smoke

Adjustable
leading-edge flap

Hot-wire probe on
traversing unit

Turbulence damping screens

Adjustable throttle plates
RS 222-

Fig. 9 Cutaway view of splitter plate with swept trailing edge insert in Shear Flow Facility test channel.
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A variable velocity-differential is created by developing a controllable pressure
drop in the lower channel. The flow passes through two adjustable and removable throttle
plates and through turbulence-damping screens. Each throttle plate consists of a pair of
matched perforated panels; lateral movement of one panel shifts its hole pattern relative
to the other panel and changes the pressure drop across the throttle plate.

An aerosol of polyethylene glycol droplets is bled into the upper-surface boundary
layer through a porous panel in the plate surface for shear-layer flow visualization.
The resulting smoke layer downstream of the plate is illuminated by a strobe lamp located
above and behind the test channel.

The mixing layer was excited by an acoustic driver in the test channel roof, above
the mid-point of the splitter-plate traili,4y edge. The spanwise variation of excitation
phase along the trailing edge was less than 3%.

The splitter plate was fitted with an adjustable leading-edge flap to minimize local
pressure gradients and separation bubbles resulting from leading-edge flowfield distor-
tion associated with the difference in flow rates above and beneath the splitter plate.
Avoidance of such flow disturbances, which is necessary if laminar boundary layers are to
be maintained on the plate surfaces, proved to be impossible. A satisfactory interim
solution involved removing the flap and fitting a honeycomb and screen combination
against the leading edge of the splitter plate. This arrangement permitted maintenance
of laminar flow for a range of flow speeds and speed ratios.

Trailing-edge configurations studied are shown in Figure 10. Each trailing edge was
sharp and symmetrical; the included angle at the trailing edge was approximately 5
degrees. For space and structure considerations, the 45-degree-sweep trailing edge was
confined to the center half of the splitter-plate span, the rest of the span being taken
up with unswept trailing-edge segments. Figure 10 also shows a set of lines, laid out on
the test channel floor perpendicular to the flow, which served as reference lines in flow
visualization.

~30'

I Test

I channel
I floor

Splitter plate

White reference lines
88-222-5

Fig. 10 Plan view showing splitter plate trailing-edge
configurations for 0., 30-, and 45-degree sweeps.

3.3 Results and Discussion
Laminar trailing-edge separation was possible up to a plate-length Reynolds number

of 350,000 (corresponding to U1 = 3.2 m/s). For this condition, mixing-layer velocity
measurements at the trailing edge showed a characteristic laminar profile; upper-surface
boundary-layer thickness at the trailing edge was about 2 cm.

The adjustable throttle plates allowed a continuous range of speed ratios from U1/U2
= 1.4 (both throttle plates removed) to U1 /U2 = 3.5 (maximum blockage from both throttle
plates). Measured streamwise turbulence intensity was u'/U = 0.11% in the upper channel,
and ranged from u'/U = 0.11% (minimum blockage) to u'/U = 0.19% (maximum blockage) in the
lower channel. These levels had no apparent effect on the instability-wave and vortex-
rollup processes in the laminar mixing layer. Frequency spectra showed no significant
peaks attributable to flow through the throttle plates.

Flow-visualization results with the unswept trailing edge showed that although some
spanwise variation of phase and amplitude appeared, especially at the higher flow speeds
(-3 m/s) and excitation frequencies, vortex-system development was essentially two-
dimensional. Sidewall boundary-layer-interaction effects were evident, such as a notice-
able change in instability wavelength at the extremes of the smoke-layer span. However,
these effects did not appear to influence instability-wave development away from the
sidewall regions.

Flow downstream of a 30-degree-sweep trailing edge is shown in Figure 11. The view
is directly from the side and somewhat above the mixing layer (note the reference lines
on the channel floor). The shear layer in Figure 11 has been excited at fx = 13 Hz, and
develops instability waves that remain parallel to the trailing edge as they grow and
roll up into discrete vortices. If the excitation frequency is increased, the wave pat-
tern tends to an orientation away from the swept edge and toward an alignment with the
marker lines on the tunnel floor. Figure 12 shows three views of a mixing layer from the
45-degree trailing edge, differing in the excitation frequency applied to the layer. The
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Fig. 11 Instability-wave development downstream of 30-degree sweep trailing edge for U1 = 1.5m/s, U1/U 2 = 1.8;
f= 13 Hz.

view is roughly parallel to the trailing edge. (Note the unswept segments of the trail-
ing edge, as well as the orientation of the reference lines on the test channel floor.)
The wave pattern in Figure 12(a), with no shear-layer excitation applied, is highly ir-
regular. However, the pattern reveals superimposed organization into two wave families,
one parallel to the swept trailinq edqe and the other perpendicular to the flow. (A
videotape of this flow, illuminated stroboscopically at various frequencies, more clearly
reveals the presence of the two wave families.) With excitation at fx = 18 Hz [Figure
12(b)], the instability-wave and vortex-rollup patterns are aligned with the 45-degree
sweep of the trailing edge. When the excitation frequency is increased to fx = 24 Hz,
the resulting wave pattern (Figure 12(c)] is clearly oriented perpendicular to the flow
direction.

The frequencies associated with the swept and unswept instability-wave families,
18 Hz and 24-27 Hz, respectively, are related in such a way that the wavelengths of the
two families are the same. If X = wavelength, then the wave spacing in the stream direc-
tion is L = X/cosA, where A is the sweep angle of the wave system. For waves convecting
streamwise with speed Uc,

Uc = fL = fX/cosA .

Using ( ), to denote the swept waves and ( )2 the transverse waves, and assuming Uc to be
the same for both sets,

Uc = fXli/cosAj = f2X2 /cosA2

Since A2 = 0,

fl X cos A1

In the present case

f_ 18 Hz

f2 24-27 Hz A 0.7

cosA1 = 0.707,

and hence X1 $ X2 •

3.4 Conclusions
A preliminary exploration of instability-wave development in the laminar mixing

layer behind a swept trailing edge showed two distinct, interacting families of instabil-
ity waves, one parallel to the trailing edge and the other perpendicular to the flow.
Acoustic excitation of the mixing layer allowed substantial enhancement of either set of
waves, depending on excitation frequency. Wavelengths of the two wave-families appeared
to be the same. The appearance of two interacting wave families was very pronounced for
the 45-degree-sweep trailing edge, but was only marginally evident in the 30-degree-sweep
case.
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(a) f.= 0 Hz

(b) f.=18 Hz

(c) C, 24 Hz

Fig. 12 Shear-layer vortex formation behind 45-degree sweep trailing edge at U, 1 2.25 m/s, U,/U 2 =1.9.
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SUMMARY

An extensive and detailed experiment in progress is described on the turbulent shear layers of a

swept wing. The measurements will comprise both the upper and lower wing surface boundary layer as well as

the three-dimensional near-wake behind the wing. Starting from required viscous flow properties, a wing

geometry was designed by flow calculations. The theoretical wing design was checked by pilot model tests.

The results suggest that the viscous flow in this experiment may become an interesting test case for

turbulence models for three-dimensional shear flows.

The measurements in the turbulent shear layers will comprise mean flow quantities, skin friction data

and the six Reynolds stress tensor components. To establish the measurement accuracy, several data checks

will be performed, including independent tests with similar models in two different wind tunnels. The ex-

periment is being carried out under auspices of the GARTEUR organization as a collaborative project of

DFVLR, Germany; FFA, Sweden; NLR, the Netherlands; ONERA-CERT, France; and RAE, U.K..

LIST OF SYMBOLS

c local wing chord

c mean wing chord

C surface pressure coefficientP

K relaminarization parameter

£ mixing length

Q velocity magnitude

Q. velocity at boundary layer edge

Qref reference velocity

Re- Reynolds number based on mean wing chordC

Ree boundary layer momentum thickness Reynolds number

s distance along wing section contour

U velocity component in x-direction

W velocity component in z-direction

x,z orthogonal surface coordinates

y wall distance

a angle of attack

B velocity direction

B velocity direction at boundary layer edgee

B direction of velocity gradient (aU/3y, aW/ay)g

0 skin friction direction

B direction of shear stress (Tx , z

6 boundary layer thickness

6e streamwise boundary layer displacement thickness

n spanwise distance

0 streanwisa boundary layer momentum thickness

0i1 monentum thickness along initial line
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" kinematic fluid viscosity

" e turbulent eddy viscosity

p fluid density

T shear stress in x-directionx
shear stress in z-directionz

1. INTRODUCTION

During the last decades considerable progress has been made in the field of computational aero-

dynamics. Within the foreseeable future the computation of complicated three-dimensional viscous flows

should become possible on a routine basis. The accuracy of the computations will depend largely on the

reliability of the mathematical model, especially on the empirical assumptions contained in the model.

Empirical assumptions about the turbulence properties of the flow are generally required to make computa-

tions possible. It is to be expected that the assumptions about the turbulence will constitute in the

future the main limitation for the accuracy of the computational results.

Progress in the understanding of turbulence has been slow up to now. The prospects for the develop-

ment of a really universal model to describe the turbulence properties are not bright, certainly not in

the short term. For the moment it seems inevitable, therefore, to accept the use of different turbulence

models for different classes of turbulent flow, or at least different empirical constants in one model for

different flow zones. Accepting the necessity of zonal turbulence modelling, it is clear that sufficient

empirical information must be available about the turbulence properties in the classes of flow, which are

of interest in practice. This information must come either from experiments or from numerical simulations

of turbulence by solving the time-dependent Navier-Stokes equations down to the scale of the smallest

turbulent eddies. Though the latter method to obtain turbulent flow data is becoming of increasing im-

portance, the main source of data must still come from experiments, notably for the more complex flows.

Though practical flows are nearly invariably three-dimensional, the empirical knowledge existing is

largely based on experimental data obtained in two-dimensional flows. The reason for the large amount of

two-dimensional data is the relative simplicity of the experiments, as the flow development is defined by

comparatively few measurements and the number of parameters governing the flow is more restricted. Also

accurate and reliable turbulence measurements are much easier in two-dimensional flows than in three-

dimensional ones. In view of the practical needs, the effect of the additional parameters occurring in

three-dimensional flows on the turbulence properties must be known, however. The number of measurements to

be carried out to define a three-dimensional flow development in satisfactory detail is large, due to the

extra dimension involved. The accuracy problem for turbulence measurements in three-dimensional flows

leads to the necessity to pay much attention to the measurement techniques and checks of the data accura-

cy. Consequently three-dimensional turbulent flow investigations tend to be extensive and lengthy. In the

circumstances cooperation between various research institutes for one experiment can be profitable in

order to distribute the effort involved and to support the reliability of the turbulence data obtained by

mutually independent check measurements.

Mid 1986 such a European collaborative project has been started. The aim is to provide detailed and

reliable mean-flow and turbulence data in the three-dimensional shear layers of a swept wing. In the co-

operation DFVLR (Germany), FFA (Sweden), NLR (Netherlands), ONERA-CERT (France) and RAE (U.K.) are in-

volved. Measurements will be performed in two wind tunnels and partners in the collaboration will contri-

bute to the test program with several check measurements. In the present paper this collaborative experi-

ment will be discussed and the present status reviewed. The following subjects will be treated: the ob-

jectives of the experiment, the required three-dimensional turbulent boundary layer flow, the theoretical

model geometry design based on these requirements, the results of the pilot model tests to check the

theoretical design, the measurement program for the final tests, the measurement techniques to be used and

the distribution of the work over the partners in the collaboration. Though the actual measurements have

not been carried out as yet, some advance three-dimensional boundary layer calculation results for the

(approximate) experimental conditions have been performed already and will be briefly discussed also in

the paper. First of all, however, it seems appropriate to start in the following with a review of three-

dimensional turbulent shear layer experiments performed earlier and the conclusions reached from these

tests.
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REVIEW OF PREVIOUS WORK

In this short review attention will be focussed on thin shear layer experiments which include the

measurement of three-dimensional flow turbulence data. The experiments of interest are brought together in

figure 1. The sketch at the top shows a test set-up in which a three-dimensional boundary layer is created

by a sudden local transverse motion of the bounding surface. The interesting feature is that the three-

dimensiouality is related here solely with transverse shear forces. The flow is generated in practice on a

cylinder with a stationary and a rotating part. A test set-up of this type was applied by several investi-

gators. In all cases the boundary layer thickness was not small relative to the cylinder radius, so that

transverse curvature and rotation will have affected the turbulence properties. Consequently the empirical

results will be especially valuable for turbulence modelling of boundary layers along engine hubs, for

instance, but may be less relevant for turbulence modelling of swept wing shear layers.

The flow along a duct wall provides a conveniently measured boundary layer, which will be three-

dimet,sional when the duct is curved. The turbulence properties in the duct corners deviate from those in

normal thin shear layers. Because of possible turbulence history effects, the region of influence of the

corner flows should preferably not be part of the measurement region, unless turbulent duct flows are the

class of flow of interest.

A frequently used test configuration consists of a flat plate with a two-dimensional body mounted

normal to it, which induces a three-dimensional boundary layer on the plate. Unfortunately the boundary

layer three-dimensionality develops generally over a relative short distance in these cases. Consequently

turbulence history effects tend to dominate (Van den Berg 1982), while in most practical flows three-

dimensional boundary layers develop much more gradually and turbulence history effects might be less

important.

A better control of the three-dimensional boundary layer development can be achieved when the pres-

sure distribution on the flat plate is induced by a nearby body or bodies of appropriate shape an. size,

as shown in the sketch at the bottom in figure 1. Alternatively the test surface may be shaped to obtain

the desired pressure distribution. A number of such experiments have been carried out. References to the

various experiments are included in figure 1. Not many measurements have been done up to now in actual

swept wing boundary layers and certainly turbulence data in such flows are scarce. On the whole it can be

concluded that few turbulence data in three-dimensional boundary layers exist for conditions close to

those occurring on practical aircraft wings. This does not mean that from the experiments carried out up

to now some distinct conclusions do not emerge. These conclusions will be discussed in the following on

the basis of a few typical test results.

First attention will be paid to the very recent tests by Anderson and Eaton (1987). A three-dimen-

sional boundary layer was induced in their experiment on a flat surface by a wedge-like body. Measurements

were carried out at various positions along an external streamline for two wedge angles, but here only the

900 wedge angle case will be considered. Some measurement results are given in figure 2, which also in-

cludes a sketch of the test configuration. The figure contains a plot of the direction of the velocity

vector, 6 - tan (W/U), the velocity gradient vector, Bg . tan- I {DW/ay)/(DU/ay)1, and the shear stress
-1

vector, OT tan (r t ) at a measurement station with a significant velocity profile twist, 8w - ae
40*, but still upstream of the three-dimensional separation line. In correspondence with all earlier ex-

perimental data, it is found that the direction of the shear stress vector differs essentially from the

velocity gradient direction. This means that if an eddy viscosity is introduced, it is essentially aniso-

tropic. It has been argued (Van den Berg 1982) that in flow conditions like this, in which the boundary

layer three-dimensionality develops fast, the direction of the turbulent shear stress vector Jigs so much,

that it scarcely changes over the flow domain. As the original boundary layer flow is approximately in the

direction of the tunnel axis, this would mean that, if turbulence history effects dominate, B. - 0 also

downstream. Evidently this does not hold very well in the present experiment. It is interesting to note,

however, that the shear stress direction change is opposite to the velocity gradient direction change,

which signifies that the eddy viscosity anisotropy is even larger than it would be for frozen turbulence

- 0).

In figure 3 a compdrison is made between the measured turbulent shear stresses at the same station in

the Anderson/Eaton experiment and calculated stresses. The quantities r and r plotted are the stress

components parallel and normal to the tunnel axis respectively. The calculated shear stresses have been

obtained using an isotropic eddy viscosity, based on the mixing length formulation from Michel et al
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(1968), and the measured boundary layer velocity component profiles. The calculated stress values are seen

to be substantially larger than the measured ones. The calculated cross component, Tz, differs from sign

with the measurement data, in accordance with the angles plotted in figure 2. The finding that the shear

stresses are comparatively small in three-dimensional turbulent shear layers is in agreement with what has

generally been found up to now in experiments.

The other experimental results, which will be discussed here, are those of Bradshaw and Pontikos

(1985) and Van den Berg and Elsenaar (1972). The experiments have been chosen as the two flows are near-

replica. In both cases an infinite swept wing flow is simulated in which a two-dimensional boundary layer

gradually becomes more and more three-dimensional due to an adverse pressure gradient. In fact the pres-

sure gradients are slightly smaller in the Bradshaw/Pontikos experiment and the boundary layer twist in-

creases more gradually. Both flows seem to be sufficiently similar, however, to employ the measurement

results as mutual independent checks. In figure 4 the measured flow angles, velocity gradient angles and

shear stress angles (Eisenaar and Boelsma 1974) are compared for two stations with approximately the same

angle of twist within the boundary layer, 1w - B 200. The agreement between the results of the indepen-

dent measurements is very satisfactory, though the boundary layer thickness at the station considered is

somewhat larger in the Bradshaw/Pontikos experiment due to the larger streamwise distance associated with

the more gradual flow development. Again it must be concluded that the turbulent shear stress direction

differs essentially from the velocity gradient direction, implying a significant eddy viscosity aniso-

tropy. The measured direction of the shear stress is between the direction at the initial station and the

direction of the velocity gradient. This may be explained as a lag effect, but other explanations might be

valid as well.

For the Van den Berg/Elsenaar experiment the measured turbulent shear stress magnitude, Iti

(tX
2 

+ Tz  , has been compared with calculated values, obtained by assuming an outer region eddy viscosi-

ty according to the turbulence model of Cebeci and Smith (1974). The results are plotted in figure 5. The

graph employs an adapted wall normal ordinate y , being constant along streamlines (see for details

Van den Berg 1982). It is evident that also in this case the measured turbulent shear stress falls short

of the value expected using conventional turbulence models. This does not only hold for the turbulence

stress components Tx and Tz, but turbulence activity in general appears to decrease as the flow becomes

three-dimensional (Bradshaw and Pontikos 1985).

Summing up, turbulence measurements in three-dimensional boundary layers show that the turbulent

shear stresses are small compared to those in two-dimensional boundary layers in similar conditions, and

the shear stress components are not proportional to the corresponding velocity gradients. Several causes

have been suggested to explain the effects found. For instance, turbulence history effects have been pro-

posed as an explanation (Van den Berg 1982). The important r~le of turbulence history effects is more and

more appreciated also for two-dimensional flows and the strong history effects included in the turbulence

model recently developed by Johnson and King (1985) explain probably the relative success of this model,

also for three-dimensional boundary layer calculations (Abid 1988).

Turbulence history effects are not specific for three-dimensional flows. A number of effects typical

for three-dimensional shear layers may be distinguished. One of them is streamline con- or divergence.

This may occur without any velocity profile twist, for instance in axisymmetric flows. In such flows, as

well as along symmetry planes of fully three-dimensional flows, large effects have been established

(Bradshaw 1973, Patel and Baek 1987). Streamline convergence appears to lead to substantial shear stress

reductions, and the reverse for divergence.

It is well known that in two-dimensional flows streamline curvature has a surprisingly large effect

on the turbulence properties of the shear layer (Bradshaw 1973). In three-dimensional flows streamline

curvature may also occur and will generally occur in planes parallel to the shear layer plane. It has re-

cently been established by stability calculations that three-dimensional laminar boundary layers are

strongly stabilized by curvature of the streamlines in planes parallel to the surface (Malik and Poll

1985). Correspondingly one might expect a stabilizing influence of in-plane curvature on three-dimensional

turbulent boundary layers. One way to look upon turbulence is that the eddy viscosity will adjust itself

to a level needed to make the mean flow stable again. The stabilizing effect of in-plane curvature should

lead then to lower eddy viscosity level, in agreement with experimental results.

An other possible cause for changes of the turbulence properties in three-dimensional shear layers is

the presence of velocity profile twist, which leads to turbulent eddy toppling (Bradshaw and Pontikos

1985). Especially the large turbulent eddies may be expected to be distorted by the variation of the velo-
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city vector direction through the boundary layer. In the following a global estimate will be made of the

crosswise distortion in a boundary layer due to velocity profile twist.

For an angle of twist (Bw - Be) the maximum crossflow velocity will be of the order W = O[Qe

tan(iBw-Be)'I. The typical life time of a large eddy in a turbulent boundary layer of thickness 6 is at

least 0(1061Q ), which results iu a total crosswise distortion Az = 0(10) 
6
tan(w -0e). This means that,

even for moderate twist angles, a substantial distortion of the large eddies due to flow three-dimen-

sionality will take place. The reason for the large distortion is the long life time of the turbulent ed-

dies. The above global analysis suggests that it is well conceivable that the turbulence properties are

significantly altered by the presence of velocity profile twist.

The general conclusion, which may be drawn from the previous work performed in three-dimensional

shear layers, is that the turbulence properties are strongly affected by flow three-dimensionality and

that, though some possible causes for the large effects found in experiment have been proposed, the

general notions about the physics involved are only vague and qualitative. Further experiments are needed

to improve the understanding of the physics and to support the development of reliable turbulence models

for three-dimensional shear flows.

3. GARTEUR SWEPT WING EXPERIMENT

It seems appropriate to start recapitulating briefly the origin of the European collaborative activi-

ties in three-dimensional boundary layer research. The impulse for the collaboration has probably been

given ii, the workshops on theory experiment comparisons, which were organized by the Eurovisc Working

Party "Three-dimensional shear layers" in the late seventies and early eighties (Humphreys 1979; Lindhout,

Van den Berg and Elsenaar 1980; Van den Berg, Humphreys, Krause and Lindhout 1987). However, the actual

initiative for the present experiment was taken during a meeting of experts in the field at FFA,

Stockholm, in 1983. It, the discussions at the meeting it emerged that a need was felt for two types of

three-dimensional turbulent shear layer experiments. In the first the approach should be more fundamental,

the objective being to improve the understanding of the physics of turbulence in three-dimensional boun-

dary layer flows. This "flow physics" experiment is underway now at EPFL, Lausanne, Switzerland, under

Prof. I.L. Rhyming. The tests are being carried out in a curved duct, see figure 6, and it is the inten-

tion that experimentalists from various research institutes in Europe will contribute in the measurements

at Lausanne.

The second experiment, which was proposed at the Stockholm meeting, is closer to aeronautical appli-

cation. The aim is to provide empiricial data to support the development of better turbulence models for

three- dimensional shear layers as occur on swept wings. This "physics modelling" experiment is being per-

formed now as a European collaborative project under auspices of the GARTEUR organization. This experiment

is the main subject of the present paper. The investigation will be carried out on a low aspect-ratio

swept wing model, see figure 6. As indicated in the sketch, the measurement region proposed excludes the

wing root aid tip and wing nose, but includes the three-dimensional near-wake behind the wing and both the

upper and lower surface boundary layers. The test set-up consists of a large half-model attached to a wind

tunnel test section wall. The detail measurement program will be executed at one angle of attack.

The objectives of the GARTEUR experiment may be formulated as follows:

i) To obtain reliable and detailed data on the mean flow and the turbulence in the three-dimensional

boundary layers and the near-wake of a swept wing.

ii) To perform these measurements in three-dimensional turbulent shear layers at flow conditions close to

those on modern aircraft swept wings at transonic speed.

As the interest is in three-dimensional shear layers, substantial three-dimensionality will be pur-

sued for the model flow, even though this may not always occur on practical swept wings. A further devia-

tion from practical flight conditions is that the measurements will not be done in the transonic speed

regime, but at low speed in nominally incompressible flow. However, the wing pressure distribution in the

low-speed tests will be kept similar to that on modern transonic wings. The reasons for preferriiig low-

speed tests are the extremely high expenses of an extensive measurement program in a transonic wind tunnel

and the considerable measurement problems in high-speed flows for turbulence quantities. Fortunately com-

pressibility effects on turbulence are probably not very large, unless the Mach number is much larger than

one (Morkovin hypothesis, see Morkovin 1964).



The acquisition of experimental data of high standard is an essential objective of the GARTEUR expe-

riment. A high standard is difficult to achieve in turbulence research, because of the ample possibilities

for measurement errors. This often leads to a challenge by potential users, notably turbulence modellers,

of the reliability of the data obtained. Consequently there is a great need for a set of well-established

data. This is best achieved by performing independent checks of the data. For that reason it is planned to

carry out measurements at the same positions with different instruments, e.g. hot-wire and Laser-Doppler

anemometers, as well as with similar instruments but by independent research teams in Europe. The experi-

ment comprises actually a completely independent data check by performing tests with two different models

in two wind tunnels of different size: the ONERA F-2 winid tunnel in France with a test section of 1.8 x
2 2

1.4 m and the NLR LST 3 x 2.25 m wind tunnel in the Netherlands, see figure 7. Close similarity can be

obtained in both wind tunnels, notwithstanding the significant tunnel wall interference effects due to the

relatively large size of the models, since the test section dimensions are very nearly to scale. To keep

the Reynolds number constant for the tests in both wind tunnels, the flow velocity will be larger in the
2

F2 tunnel than in the LST 3 x2.25 m , e.g. about 50 m/s and 30 m/s respectively, giving a Reynolds number
6

based on mean wing chord Re = 3.3 x 10c
There are a number of arguments which favour the choice of two separate test set-ups:

i) The data set obtained will have the nearly unique, but in principle very desirable feature that it is

confirmed by fully independent measurements.

ii) Full use is made of the possibilities of both wind tunnels, notably the Laser-Doppler Anemometry
2

system in the F2 tunnel and the larger size of the turbulent shear layers in the LST 3 x 2.25 m

The main argument against two models is that it might appear not feasible in practice to obtain real-

ly identical flows in both wind tunnels, even if all possible measures are taken to make the test set-ups

geometrically and aerodynamically similar. This may be true for flows, which are very sensitive to the

boundary conditions. However, such flows are difficult to compute and provide no instructive test case for

turbulence modelling. Also large probe interference effects are likely then, so that such flows should be

avoided in the model design.

The distribution of the considerable amount of work associated with this experiment has been agreed

on by the various European research institutes involved in 1986. It will be clear from the preceding para-

graph that the contribution of ONERA in the cooperation will be to perform the turbulent shear layer

measurements in the French F2 wind tunnel, which will comprise pressure-probe and hot-wire data, but the

emphasis in this tunnel will be on the Laser-Doppler measurements. NLR will contribute with similar tests

in the Dutch LST tunnel, except for Laser-Doppler data, but with more extensive hot-wire measurements. The

construction of the wind tunnel models is now being executed by FFA in Sweden, and at a later stage FFA

will contribute in the experimental program with some check measurements in the LST tunnel. Part of the

instrumentation will be done at DFVLR in Germany. Extensive skin friction measurements with surface hot

films on the LST-model will be the other contribution from DFVLR. Also for the skin friction data ample

check measurements are intended, amongst others by RAE, U.K., employing Stanton tubes. RAE will provide

also some of the instrumentation, but its main contribution is the aerodynamic design of the model geo-

metry for the experiment. Much attention was paid to this aspect and this part of the work has now been

successfully completed. The theoretical model design and the pilot tests to check the design are the sub-

ject of the next section.

4. AERODYNAMIC MODEL DESIGN

The proposed swept wing will be a half-model attached to a wind tunnel test section wall. The fol-

lowing main dimensions were selected for the wing: half-wing aspect ratio = 1.5, taper ratio = 0.5 and

quarter-chord sweep angle - 300. The model span has been chosen parallel to the largest cross dimension of

the test section to obtain a large wing chord and consequently thick turbulent shear layers and a high

Reynolds number. The tunnel wall constraint effects will be significant in this test set-up, the mean wing

chord being 70 % of the tunnel height, but this is acceptable for the present purpose.

A number of requirements have been formulated for the wing flow. These requirements are:

i) The pressure distribution on the wing should be similar to that on a modern transonic wing with rear-

loading.



25-7

ii) The adverse pressure gradients on the wing upper surface should lead to a small three-dimensional

separation region over part of the span near the wing tip.

iii) On the lower wing surface substantial twist angles should occur in the boundary layer upstream of the

trailing edge prior to the favourable pressure gradients associated with rear-loading.

iv) Significant spanwise variations in the viscous flow should occur on both upper and lower surface of

the wing.

On the basis of these aerodynamic requirements a model geometry was designed by flow calculations at

RAE. Because of the presence of tunnel walls fairly close to the model, the inviscid flow calculations had

to take these into account. For the calculations of the viscous flow on the wing, the boundary layer inte-

gral method due to Cross (1979) was used. The iterative design process to arrive at the desired model geo-

metry is described by Firmin and McDonnald (1988) and will not repeated here. Attention will be restricted

in this paper on the results of the theoretical design process.

Figure 8 shows some wing sections of the model geometry according to the final design at a number of

spanwise stations. The first noteworthy feature of the geometry is the very large thickness of the wing

sections. This is a consequence of requiring strong three-dimensionality of both the upper and lower sur-

face boundary layers, as may occur on transonic wings. Thick wing sections are needed to simulate similar

conditions in an incompressible flow. An other striking feature of the design is the amount of wing

section angle of attack and camber variation along the span. This is due to the requirement that signifi-

cant spanwise variations in the viscous flow should exist. At the wing root the section angle of attack

and section camber are zero, they increase outwards, but decrease again very close to the wing tip to

avoid separation at the tip itself. As these variations occur over a relatively short span, the resulting

swept wing geometry looks unusual.

The calculated surface pressure distribution at 32 % span and 68 % span is plotted in figure 9. Large

adverse pressure gradients are seen to exist on both the upper and lower wing surface. On the lower sur-

face the pressure gradient is favourable near the trailing edge and a relaxing three-dimensional boundary

layer flow may be expected to occur. On the upper surface the suction peak on the wing nose is higher

further outboard to induce trailing edge separation near the tip. The start of the test region, i.e. the

initial lines on upper and lower surface for comparison boundary layer calculations, is indicated in the

graph. The pressure gradients are still relatively small along the initial lines and the computed twist

angles in the boundary layer are no more than a few degrees there.

The calculated wall streamlines or, the wing upper and lower surface are shown in figure 10. The ex-

ternal streamlines are much more parallel to the chord lines of the wing, so that the direction of the

wall streamlines relative to the chord lines may be regarded as a global measure for the amount of twist

within the boundary layer. The wall streamline angles on the upper surface are seen to increase con-

tinuously towards the wing trailing edge. The wall angles are larger in the outboard part of the wing, but

are small again very close to the tip, so that a region with strong flow convergence exists in between.

Incipient separation is predicted there by the calculations. The maximum crossflow on the wing lower sur-

face occurs upstream of the trailing edge and is largest again in the outboard part.

On the whole the calculation results show that extensive regions with a strongly three-dimensional

boundary layer flow may be expected to occur on the designed wing geometry. A possible local separation

region is indicated on the wing upper surface. Also significant spanwise variations in the viscous flow

are present, so that the design seems to fulfil the requirements. As a next step a pilot model of the de-
2signed geometry was built by FFA and subsequently tested in the NLR pilot tunnel LST .8 x .6 m . Figure 11

contains a photograph of the pilot model, showing the complex geometry of the swept wing designed, and a

photograph of the model installed in the tunnel, illustrating the large model dimensions relative to those

of the test section. The pilot tunnel used is to a scale 1:3.75 of the NLR LST tunnel, so that the tunnel

speed must be increased with that ratio compared to the speed in the LST to achieve the same Reynolds

number. Actually the pilot tests were performed at a Reynolds number, which is 25 % low, because of speed

limitatious.

Extensive tests were carried out with the pilot model. On the basis of the test results a few modifi-

cations to the model geometry were introduced at the root and the wing tip. Oil flow visualizations showed

the presence of a separation region containing a horse-shoe vortex at the wing tunnel-wall junction. Al-

though the separation region appeared to be local and outside the test region, it was still decided to

remove it by adding a wing root fairing, which avoids the separation. Oil flow visualizations in the wing
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tip region showed that the tip vortex flow extended rather further inboard than desirable. Actually the

original tip with a circular cross-section, as shown in figure 11, is fairly blunt. A new, more slender

tip was designed experimentally by trial and error to obtain a more satisfactory tip flow. Apart from

these modifications no changes to the model geometry designed theoretically were applied.

Some difficulties were encountered in the pilot tests to trip adequately the boundary layer to tur-

bulence on the model. These difficulties may be partially associated with the lower Reynolds number in the

pilot tests. For clarification laminar and turbulent boundary layer calculations have been carried out in

the wing nose region by NLR using the theoretical surface pre,.sure distribution from RAE. Some calculation

results and the corresponding transition criteria are given in figure 12. The top graph shows the varia-

tion along the span of the momentum thickness Reynolds number of a laminar attachment line flow for this

swept wing. The limit Reynolds numbers for transition to turbulent flow due to leading-edge contamination

(e.g. Poll 1979) are indicated. It appears that in the final tests the attachment line flow will probably

be turbulent or otherwise can easily be tripped to turbulence. However, this may not be quite the case at

the pilot tests Reynolds number. The bottom graph in figure 12 shows the variation of the relaminarisation

parameter K = (v/Qe 2)(Qelas) at two spanwise stations according to turbulent boundary layer calculations.

The limit values for the start of relaminarisation and for complete relaminarization (Narasimha and

Sreenivasan 1979) are indicated. The calculation results indicate that relaminarisation is likely to hap-

pen on the wing upper surface at the pilot tests Reynolds number. This was confirmed in the pilot tests

and it explains the problems encountered with turbulence tripping. Unfortunately the possibility of rela-

minarisation can also not be excluded in the final tests according to figure 12. This means that it might

be necessary to apply a turbulence trip on the final models downstream of the relaminarisation region, or

to increase to some extent the tunnel speed, i.e. the Reynolds number, for the final tests, so that rela-

minarisation is avoided.

Figure 13 and 14 show photographs of the surface oil flow patterns obtained in the pilot tests for

the pilot model with wing root fairing and new wing tip, and with the bouidary layer adequately tripped to

turbulence close downstream of the relaminiarisation region. The flow patterns shown represent the favour-

ite wing surface flow condition for this model, which actually was obtained at the theoretical design

angle of attack, a = 0.

As appears from figure 13, no local three-dimensional separation region is really present on the wing

upper surface, contrary to one of the requirements. However, in the outboard rear part of the wing a dis-

tinct region is seen to exist with nearly separated three-dimensional flow. Such an extended region with

strongly twisted boundary layer velocity profiles seems to be very interesting as a test flow, since it

may be regarded as the three-dimensional equivalence of a two-dimensional nearly separated flow as inves-

tigated by Stratford (1959). It was decided, therefore, to accept the surface flow obtained, also bec ,se

over a substantial part of the rest of the wing significant three-dimensionality appears to occur. Actual-

ly the amount of cross flow seems to be larger than predicted by the calculations (Fig. 10).

Figure 14 shows a photograph of the oil flow pattern obtained at the same angle of attack, a = 0, on

the wing lower surface. The wall streamlines are seen to be directed strongly outwards near mid-chord and

to turn back towards a more rearward direction near the wing trailing edge. This indicates that sufficient

wing rear-loading has been applied to obtain a boundary layer with large velocity profile twist augles

relaxing to a more two-dimensional flow. On the whole the surface flow visualizations on the pilot model

suggest that a very interesting three-dimensional turbulent bo,,ndary layer flow has been achieved with the

wing geometry designed.

Figure 15 shows the oil flow pattern on the wing upper surface at a slightly increased angle of

attack, a - 0.5' instead of a = 0. The wall streamlines on the outboard rear part of the wing can be

claimed perhaps to be directed just slightly upstream at this larger angle of attack. It may be argued,

whether the flow should be called separated here. In any case a saddle point can not be observed in the

wall streamline pattern, so that if the term separation is used, it would be an open separation of the

gradual type (Van den Berg 1988). When comparing the wall flow pattern in figure 15 with that at a = 0 in

figure 13, it is obvious that the separation-like features develop fairly fast, but the development is

gradual. In the pilot tests the sensitivity of the wall flow pattern to the presence of disturbances in

the flow was extensively investigated. For instance, scalee-down probe supports, as anticipated for use in

the final tests, were placed at various positions in the flow. It was found that with supports of a

reasonable slender design no essential effects on the wall flow pattern were perceptible. The general con-

clusion from these investigations was that, though the flow is fairly sensitive to disturbances, the sen-

sitivity is acceptable provided that care is taken to minimize effects like probe interference.
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Following the satisfactory results of the pilot tests, the geometry of the swept wing model to be

employed for the GARTEUR three-dimensional shear layer experiment $as been fixed. The construction of the

models for the ONERA F2 tunnel and the NLR LST is now progressing at FFA. A photograph of the LST-model

under construction is shown in figure 16. Note the large dimensions of the model, which should lead to

gradually developing boundary layers of sufficient thickness to be measured accurately with available in-

struments.

5. MEASUREMENT PROGRAM

if the development of a three-dimensional shear flow is to be defined in reasonable detail, a large

number of measurements has to be carried out. This is particularly true in the present experiment, as both

the turbulent boundary layer on the upper and lower wing surface as well as the turbulent wake belong to

the measurement region. Since significant spanwise flow variations occur, there is little reason for a

less dense measurement grid in spanwise direction. The proposed grid of measurement stations is shown in

figure 17. The position of the stations and wall pressure holes indicated on the wing holds for both the

upper and lower surface.

The wing surface pressure distribution will be established using nearly 1000 wall pressure holes.

Most pressure holes are situated in the test region, between 20 % and 80 % span and downstream of the 20 %

chord-line. However, some additional pressure holes have been included in the wing nose region and the

wing root and tip region to better define the wing flow as a whole. Mean velocity data in the turbulent

shear layers will be obtained at nearly 250 stations, including 55 stations in the wake region up to 30 %

chord behind the wing trailing edge. Turbulence measurements will be carried out at over 100 stations. It

is clear that the proposed test program is very extensive.

A typical detail measurement program for a station including turbulence measurements comprises:

i) Surface pressure, if necessary supplemented by static pressure probe data away from the surface; and

at a few stations surface pressure fluctuation measurements.

ii) Magnitude and direction of the mean velocity in the shear layers, using cobra-type pressure probes of

small dimensions. Supplementary mean flow data will be acquired from hot-wire and Laser Doppler

measurements.

iii) Reynolds stress tensor components, applying hot-wire anemometers, probably an x-wire as well as a

4-wire configuration, and a three-component Laser-Doppler anemometer.

iv) Skin friction magnitude and direction, using surface hot films and surface pressure probes and

occasionally surface oil flow for the skin friction direction.

For the majority of the flow field measurements the probe will be traversed from outside via a probe

support from the nearby tunnel wall. No probe support in the flow is needed, of course, for the Laser-

Doppler measurements. For the initial stations along the 20 % chord-line an internal traversing mechanism

will be applied in view of the higher positioning accuracy for a probe supported from the model. This is

desirable because the boundary layer is expected to be still very thin along the initial line, notwith-

standing the large model dimensions. Figure 18 presents the boundary layer thickness variation at two

spanwise stations, as calculated by RAE for the final model design. The boundary layer along the initial

line on both wing upper and lower surface is predicted to be only approximately 5 mm thick for the larger

of the two models.

In view of the typical dimensions of a hot-wire and a Laser-Doppler measurement volume, which is of

the order of 1 mm, and the siz3 of the energy-containing turbulent eddies in 5 mm thick boundary layers,

there seems to be little sense in measurements of the Reynolds stress tensor components in these condi-

tions. Therefore, besides pressure probes, only hot wires parallel to the surface will be applied at the

initial stations. The next row of stations for turbulence measurements is at 50 % chord and the boundary

layer thickness is nearly 20 mm there, so that the determination of the Reynolds stress components is more

promising. The boundary layer thickness attains values over 70 mm locally near the trailing edge according

to the calculations. The thicknesses quoted hold for the LST-model. The values for the F2-model are 40 %

smaller.

For three-dimensional boundary layer calculations the surface pressure distribution must be known, as

well as the viscous flow properties along the initial line and the side boundaries with inflow (here

especially the side boundary near the wing root, see Fig. 10). The measurement program described earlier
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comprises all data needed to perform such calculations for comparison with the measurement results. It

seems sensible, however, to make comparison calculations also possible for Navier-Stokes solvers and for

strong viscous-inviscid interaction methods. In these cases generally part of the inviscid flow will be

included in the computational domain. One possible procedure is to define a test volume, which includes

part of the inviscid flow, and to measure in the experiment the appropriate flow quantities on the test

volume boundaries to make calculations feasible. Such a test volume is indicated in figure 19 for the pre-

sent test set-up. The advantage of a restricted test volume is that calculations may be confined to the

regioa, where ample measurement results are available, and which is well accessible for calculations. The

wing tip flow with its tip vortex and the flow near the tunnel wall wing root junction have been excluded

from the test volume in figure 19.

Comparisons of calculations with measurements in restricted test volumes seem in the author's opinion

the best way to improve systematically the empirical content of calculation methods. In comparisons com-

prising a whole flow a large ,number of possible causes for discrepancies between calculation and measure-

ment results will generally exist and will hamper drawing of rigid conclusions. Nevertheless comparisons

based on whole-flow calculations will probably remain a usual procedure and should consequently be pos-

sible also, of course. The natural choice for the doaain of computations seems to be in that case the four

tunnel walls, an inflow plane upstream of the wing and an outflow plane far downstream (Fig. 19). Definite

decisions on the preferred boundary conditions for comparison calculations have not yet been taken.

6. ADVANCE CALCULATION RESULTS

The theoretical design process at RAE generated also boundary layer data for the swept wing model

designed. Additional data were obtained by RAE, using other boundary layer calculation methods and dif-

ferent empirical assumptions in one method. Moreover calculations were performed by ONERA-CERT and NLR.

These boundary layer calculations were all based on the same surface pressure distribution computed by RAE

with its viscous-inviscid interaction method. In this section the results of the various boundary layer

calculations for the present swept wing model will be reviewed.

First some results of calculations carried out at NLR with the BOLA-method (Lindhout et al 1981) will

be discussed. This is a field method using a conventional mixing length turbulence model (Michel et al

1968). Calculations have been performed with different initial conditions for the test region and with

different mixing length values in the outer region of the boundary layer. Figure 20 shows the calculated

variation along the wing chord of the boundary layer twist angle, 8w - 8, on the wing upper surface at

62 % span. The results indicate that the effect of reducing the boundary layer momentum thickness along

the initial line with 15 % is not very large. On the other hand reducing the mixing length in the outer

region with a factor /2, which corresponds to a reduction of the outer eddy viscosity with a factor 2,

appears to have a very large effect, the twist angles being essentially larger with the mixing length re-

duced.

The large effect of changing the mixing length in the boundary layer outer region is illustrated

further in figure 21, which shows the computed wall streamlines on the wing upper surface for both mixing

length values. The wall streamlines calculated with the smaller mixing length actually compare better with

the oil flow pattern obtained in the pilot tests (Fig. 13). Figure 22 shows the computed wall streamlines

on the wing lower surface for the standard and reduced mixing length value. Again it is evident that the

calculated amount of twist in the boundary layer is strongly affected by the turbulence model assumptions

made. It may be concluded that for the viscous flow development on this swept wing the Reynolds stresses

play an essential r~le.

A large effect of the empirical assumptions made is also suggested by the large differences, which

have been found between the results of various boundary layer calculation methods for this flow. Figure 23

compares the results of 7 calculations of the twist angle variation along the 62 % span station on the

wing upper surface. The graph at the left contains the results of field method calculations, namely the

NLR BOLA method discussed earlier and two versions of a method from ARA (Johnston 1987). The ARA method

employs either the standard eddy viscosity model of Cebeci and Smith (1974) or a modified eddy viscosity

model, which was developed to improve comparisons with available experimental data in three-dimensional

flows. It is evident from figure 23 that this modification of the turbulence model leads to a substantial

increment of the predicted twist angles. A similar increment was found by a mixing length reduction in the

NLR BOLA method (Fig. 20).
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The other graph in figure 23 shows the predictions of several boundary layer integral methods. All

integral methods involved are of the entrainment type. The BAE method due to Cross (1979) is the viscous

method used in the viscous-inviscid interaction calculations for the theoretical model design. Two version

of RAE method have been applied, one version allowing for turbulence history effects through a lag-en-

trainment equation (Smith 1972, 1981). The ONERA-CERT method is based on an analysis of similarity solu-

tions, from which the velocity profiles and the entrainment relation are derived (Cousteix 1986). Though

the differeiices between the computed twist angles may seem less than for the field methods, they are sig-

nificant. The calculation results suggest that the experiment might become a difficult test case for cal-

culation methods, discriminating effectively the correctness of the empirical assumptions in the methods.

7. CONCLUDING REMARKS

- The viscous flow in the planned GARTEUR experiment seems to have many interesting features and may be

expected to provide an extensive and useful data base for turbulence modelling in three-dimensional

boundary layers and wakes.

- In the experiment several independent checks of the measurement data will be performed, so that the

confidence level of the data obtained may be assumed to be established.

- The actual measurements will not start before 1989 and the successful completion of the experiment

still demands a considerable effort from the European research institutes involved.
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TURBULENCE MODELLING OF THREE-DIMENSIONAL SHEAR FLOWS
by

B.E. Launder
Department of Mechanical Engineering, UMIST,

P.O. Box 88, Manchester M60 1QD, U.K.

SUMMARY

The paper considers aspects of modelling the turbulent stress field in three-dimensional strain fields.
Especial emphasis is given to the level of modelling known as second-moment closure in which, in place of
an isotropic effective viscosity, non-linear constitutive equations are solved for each of the non-zero
turbulent stresses. The advantages of this approach over the simpler eddy-viscosity modelling are
strikingly brought out by examples of swirling free and confined flows and three-dimensional flows in
straight and curved ducts. The paper finally considers what impact certain fundamental studies now still
in progress might have in the future on improving the realism of computations of three-dimensional
turbulent flows.

1. INTRODUCTION

Turbulence is intrinsically a three-dimensional phenomenon and the main effects of mean flow
three-dimensionality on the turbulence structure arise from the action of the complex mean strain field on
the fluctuating motion. This action will affect both the level of the Reynolds stresses and the
characteristic time scale or scales of the energy-containing motions. The aim of the present contribution
is to convey a flavour of how well turbulence models developed largely by reference to two-dimensional
flows succeed in allowing the prediction of three-dimensional strain fields. Inevitably the outcome will be
an incomplete view biased to those few areas within the vast domain of the subject where the writer has
first-hand experience.

If one accepts that it is the complexity of the mean-strain field rather than the number of
independent variables required to describe the flow that brings difficulty to the task of modelling the
turbulent stresses, one concludes that some searching model tests can be applied by considering what,
from a numerical point of view, are relatively simple flows. Thus, fully-developed flow in a rectangular
duct offers equally as severe a model test as the developing three-dimensional flow in a 900 corner.
Likewise swirling jets, while possessing an axis of symmetry, are just as difficult to predict as any
generally three-dimensional free shear flow. Thus, in trying to infer the probable success of different
modelling approaches in fully three-dimensional flows, it is very appropriate to consider their performance
in generically similar but computationally simpler flows.

It is beyond the scope of the paper to provide a detailed review of turbulence modelling.
Nevertheless the main types of model and the principal closure issues are briefly summarized in Section 2.
Section 3 is devoted to a presentation of the outcome of applying turbulence models of different levels to
three-dimensional flows. The examples are chosen as far as possible to discriminate between capabilities of
different types of model. Finally in Section 4 a brief account is given of very recent developments in
second-moment closure. While these new model forms have so far been subject to only a limited amount of
testing, the additional physics built into these schemes should, in the medium term, lead to marked
improvements in the reliability with which aeronautical three-dimensional flows can be predicted.

2. TURBULENCE MODELLING - STANDARD APPROACHES

2.1 Eddy-Viscosity Models

One might argue that only a blind optimist or a simpleton would expect a model based on the notion
of an isotropic eddy viscosity to give adequate predictions of a turbulent shear flow when more than one
Reynolds-stress component is directly influential. Yet, such is the pressure to adopt as simple a form as
possible for the physical model (in order to deploy one's human and computer resources to overcoming
problems related to numerical aspects) that modelling at this level is still universally accepted as the
starting point - and quite probably the finishing point - for threee-dimensional flow calculations.

The simplest and still a widely used approach is the following generalization of Prandtl's
mixing-length hypothesis, MLH [11:

,/aUiaUi  aUj}
8 UT~18 U1 +i (1)

where Ui is a component of mean velocity and 9. is the mixing length to be prescribed by the user. This
form has in the past been extensively used in predicting simple shear flows. What is important in the
present context is that it has also been found very effective in predicting flows near spinning surfaces
where there exist strong radial and circumferential velocity components whose relative magnitude changes
rapidly with distance from the wall [2,31. In the vicinity of these surfaces the mixing-length variation has
been described by the Van Driest (4] version of the MLH or some variant of it:

Rm =0.41y[ - exp - Y+ 26 (2)

In Van Driest's original form I - while, in the modified version of refs. [21 and [31, "* = (T/Tw)r ,
where T is the total (viscous plus turbulent) shear stress at distance y from the surface in the flow
direction.

The above treatment can be highly effective in the computation of flows in (stationary) curved ducts



where radial pressure gradients induce a strong secondary flow with peak velocities being reached in the
semi-viscous sublayer. In these circumstances the use of Eqs.(1) and (2) to handle flow in the immediate
wall vicinity is much superior to assuming a universal logarithmic velocity profile near the wall. This fact
can be inferred from the computations submitted to the 1980/81 Stanford Conference (the 90

0
-bend, Test

Case 0510) [5) and some comparative comlutations of Choi et al (6] presented later.

While the mixing-length hypothesis remains useful for handling flows in the vicinity of walls, in the
outer regions of boundary layers or in free flows the much greater importance of transport effects on
turbulence and the associated difficulty of linking 9m to local geometry means that transport-equation
models for Vt have usually been preferred. While one-equation models have sometimes been applied in
two-dimensional flows, the route most commonly followed in three-dimensional shear flows is that where two
scalar properties of turbulence are obtained by way of transport equations. While, in principle, any two
variables providing characteristic time and length scale for the turbulence could form the subjects of
transport equations, it is nearly always the so-called k-C model [7] that is adopted, the dependent
variables being the turbulent kinetic energy k and its rate of viscous dissipation C. The usual closed
forms for a uniform density flow unaffected by body forces are:

Dk a Vt -k 1 3U)

-t x Vx t [[t+k XkJ- - a-j (3)

P

D6 a V _t '36 OE C2
Dt axk ((Vt T (4)

From the resultant values of k arid 6 the turbulent viscosity is determined from:

Vt - co k2
,'e (5)

(The standard values for the empirical coefficients appear in Table 1). While the form given is designed to
apply only within fully terbulent ^luid, versions of the model (including the original proposal [7])
specifically address the treatment of the near-wall sublayer. A comparative assessment of these
low-Reynolds-number forms has been carried out by Patel, Rodi and Scheuerer [8] and, in the context of
buoyantly driven flow near walls, by Betts and Dafa'Alla [9].

cl cC2 (19 a - ak

1.44 1.92 0.09 1.3 1.0

Table I

A number of additional source terms have been proposed for the dissipation equation designed to
,'v[-rCoM Some perceived weakness of the standard model for particular flow situations. Unfortunately, the
rur,- usually gives rise to worse performance for some other class of flows. What may prove to be an
-x,'ptiori to this pattern concerns separated flows or boundary layers approaching separation. Here it is
fund that Eq.(M} produces too large viscosity levels [10,111 giving rise to too high values of skin friction
coefficient i-nd, where heat transfer is occurring, of Nusselt number. Our experience at UMIST [121 is that
the addition of the term

M4a×

to tIhe rigfht side of Fq.MI) greatly improves the predicted behaviour in some circumstances arid has, so
far, produced no example of a worsening of agreement. The term 9e is the length scale in local
equilibrium (taken as 2.5 times the distance from the wall). In local equilibrium - where the standard C
equation gives sjtisfartory be.haviour kl,'/r equals 

9
e and the correction term is z ern. When, however, the

erith scale k0 /e is larger than the equilihrihum value, the additional source term is positive arid thus the
near-wall level )f c is raised, reducing the kinetic energy and Vt.

2.2 Second-Moment Closure

While th, c-onvenii'nrce of e(dy-viscosity approrai:hes will ensure their continued use throughout this
c-nitory, an increasing effort is now being made towards including second-moment closures into
flow-solving schemes for three-diimensional flows. 'The rapid increase in the available computer core is
acc lerating this trend.

Briefly, with a secorild-Irminenit closure, one focuses on the equation describing the rate of change of
the Reynolds stress. An exact form of such an equaLion is readily obtained by taking a velocity-weighted
mr(mienf. of the Navier-Stokes equations and, in short-hand form, the result may be written:

Diu iu.)Dt il * Pij F' i .j( 1 16)

On the right of Eq.(6) the indicated ternis denote in turn: the net diffusive gain by diffusion, the rate of
creation of u-'j by the action of mean shear (Pij) and force fields (Fij), the "redistribution" of iuj by
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pressure fluctuations (the so-called pressure-strain process) and the destruction of uiu j by viscous action.
If the equation is contracted (i.e. if one sums the diagonal elements) the equation for (twice) k is
recovered, the term Okk being formally zero.

As argued in an earlier AGARD contribution [13], the main reason for expecting that a second-moment
closure should achieve substantially greater breadth of predictive power than an eddy-viscosity model is

that the generative agencies Pij and Fij may be handled without approximation. Thus

aUj + - aui

PiJ - u~ k + UP reveals precisely how the components of the strain field interact with the

Reynolds stress field to affect the stress generation rate.

Granted one starts by considering the exact transport equation for uu,; but how does one proceed
from this consideration to a practical model? The very simplest step (14] might be to suppose that the
anisotropic stress is proportional to the anisotropic generation rate times a turbulent time scale:

fuiuj - ijkj Fi - p]i P (7)

The subtleties of the PiJ tensor mean that this relatively simple constitutive equation nevertheless captures
with a good deal more fidelity than the eddy-viscosity relation the response of the stress field to a
complex strain field. Indeed, Eq.(7) can be regarded as the simplest form of algebraic second-moment
closures (ASM) - of which more will be said shortly.

If one decides to proceed to a formal closure of the stress transport equation, approximations must be
devised for d.., Oj and e,. In most circumstances diffusive transport of ij~ does not appear to have an
appreciable inluence on the mean field - consequently, rather simple gradient diffusion forms are adopted;
for example:

dij = ca Iku "k iJ] (8)

due to Daly and Harlow [15] or the still simpler

a v a u~
dij = axkLO axj (9)

with values of ca and oa of about 0.2 and 1.0 respectively.

The dissipative tensor Cij is nowadays universally represented as

=ij = i Sij C (10)

which assumes either an isotropic fine-scale motion or, at any rate, imagines any departures from local
isotropy to have been absorbed in Oij [16]. The main task in closure is thus to provide an approximation
for the pressure-strain process. The term is represented in two parts: a "turbulence" part *.jl and a
mean-strain" (or "rapid") part Oi 2 . In three-dimensional-flow calculations Rotta's [17] simple linear model

for 0ij, has nearly always been ad opted:

where c, has usually been taken as constant with a value around 2.0. Mean-strain effects are habitually
modelled using one of two approaches, either the "isotropization-of-production" model [18]:

ij2 = -c 2 1Pij - +-Sij PJ (12)

or the "quasi-isotropic model" [19,20,211

S-j Sj I + A ui _ auj]

I I xi axi

+ Y(Dij i-Sij P) (13)

In Eq.(13) Di, denotes -(uiuk aUk/ax j + ujuk alUk/aXi), while the coefficients a, 9 and Y are linearly
related to a further constant whose value may be tuned to secure best agreement with experiment. Eq.(13)
is in fact exactly correct in the case of suddenly strained isotropic turbulence (-Ujii j Sj k) irrespective
of the value adopted for this coefficient. Eq.(12) also satisfies the isotropic limit but only for c2 = 0.6.
Despite 'he apparently greater generality of Eq.(13), our experience (and that of other groups) has been
that ,4.12) provides a more reliable approximation (with c 2 set to satisfy the isotropic limit), particularly
if a simple generalization is made to it as described below.

Strictly Pij ought not to appear on its own as a surrogate for a process in the exact Reynolds-stress
equation because its transformation properties differ from that of the equation as a whole. If one rotates
the coordinate frame about an axis, for a given shear flow the perceived I will alter depending on the
rotation rate, whereas the Navier-Stokes equations do not. Now, in a rotati. . refrrence frame additional
(Coriolis) terms appear in F - - but, even so, the quantity (Pij + Fij) still depends on the rotation rate.
However, the group (P- + Yi- C ) (where Cij is the convective transport tensor Uk auiu/axk) is
entirely independent of the roation of the reference frame. It is whit is known as an objective tensor.
It is thus plausible that in place of Pij in Eq.(12) we should adopt (Pij + Fij - Cij). That is:
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®ij2 = -C2[[Pij + Fi- Ci - 4 Sij [Pkk + Fkk - Ckk]J (14)

Applications of this form to strongly, swirling flows have been considered in references (22] and (231, from
which an example is drawn in Section 3. Incidentally, in non-swirling flows (Cij - i Ckk) is generally
much smaller than (Pij - 4 Sii Pkk), so Eq.(14) effectively reduces to Eq.(12).

With any of the above models for ®ij an additional term needs to be added to handle flows in the
vicinity of walls. According to conventional wisdom, the process is associated with turbulent pressure
reflections from the rigid surface effectively impeding the "redistribution" of fluctuating velocities to the
coordinate direction normal to the wall. Specific proposals for including wall-echo terms have been
proposed in [211 and [24], the former version being designed for use with Eq.(13), the latter with Eqs.(12)
and (14). Both proposals relate to plane infinite walls. For the case where two walls abutt at right
angles, Reece [25] has adopted a linear superposition of the effects of the two walls. A generalization of
this approach retaining a similar methodology has been advanced by Gessner and Eppich [26] but has not
so far been tested.

None of the above proposals E pplies to the semi-viscous region in the vicinity of the wall. While
"low-Reynolds-number" second-mome it closures have been used in two-dimensional shear flows, e.g.
[27,28,29), in three-dimensional flows near walls either "wall functions" or some simpler eddy-viscosity
model (usually the MLH) has been adopted.

In three-dimensional-flow studies it has been common to express transport rates of uiu- in terms of
the corresponding rates of turbulent kinetic energy transport. This replacement eliminates all terms
involving spatial derivatives of uiu3 and so Eq.(6) is reduced to a system of algebraic equations for the
Reynolds-stress components (a modelling level known as an algebraic second-moment closure or ASM). In
this way the turbulence energy k is the only Reynolds stress element to be obtained from a transport
equation. The most commonly adopted model for stress transport is due to Rodi [301 who proposed:

(Ci2 - d1 1 ) -i" (Ckk - dkk) (15)

Over the past year or two there has begun a swing away from ASM's to full second-moment closures.
This shift can be attributed to various reasons: on the one hand, a realization that the time and core
savings from adopting the former are often so small as to be unimportant and, on the other, the discovery
that the simplification of stress transport implicit in any ASM may lead, particularly in axisymmetric
swirling flows, to highly undesirable effects on the computed flow pattern, [31]. In part the problem is
linked with that of representing a non-objective tensor in terms of an objective one discussed earlier.
However, for flow near walls where departures from local equilibrium are small, the ASM truncation is
perfectly satisfactory on physical grounds and is likely to remain popular for some time to come.

3. APPLICATION OF STANDARD MODELLING APPROACHES TO THREE-DIMENSIONAL SHEAR FLOWS

3.1 Flows in Curved Ducts of Rectangular Section

For the 1980/81 Stanford Conference [5] the 900 bend LDA study of Humphrey and Whitelaw [32] was
selected as the representative test case of this type. None of the half-dozen reported attempts at
computing this flow did particularly well, there being no clear-cut advantages from using transport models
over the mixing-length hypothesis. This outcome can be attributed to the fact that groups employing
models based on turbulent transport equations lost the advantage that this might ordinarily bring by
splicing the solution to wall functions to cover the 5-10% of the flow region adjacent to the wall. This
choice led to gross errors in the computed econdary flow. Of course, in 1981, merely accessing sufficient
computer core to obtain grid-independent olutions of three-dimensional flows was a formidable problem,
particularly as convective transport was habitually handled by the highly diffusive upwind-differencing
scheme. Many of the computations of this flow contributed to the Stanford Conference suffered severely
from such numerical errors - in addition to any frailties of the turbulence model employed.

The only conclusion that could be drawn from the 900 bend test case at the 1981 conference was that
neither the hardware nor the technology of CFD for turbulent flows was then developed to the point where
accurate predictions of three-dimensional duct flows could be anticipated.

In the intervening years a good deal of progress has been made on several fronts. Firstly, at many
('FL) centres computer hardware has advanced to a stage where it is feasible to solve transport equations
for ten dependent variables in a fully elliptic manner on a mesh comprising 250,000 nodes. This, coupled
with the replacement of upwind differencing by alternative non-dispersive discretization schemes such as
QUICK [33-351, means that today there are very many important three-dimensional turbulent shear flows
that, from a purely numerical point of view, are entirely resolvable. The first example selected for
illustration is the 900 bend of Taylor, Whitelaw and Yianneskis [36]: the bend radius ratio Rc/D is larger
than in the Humphrey study and the inlet boundary layers are thinner. The flow is thus arguably closer
to those commonly found in aeronautical applications. The computational results are drawn from lacovides
et al [37] who adopted the standard k-c turbulence model over most of the duct but sewed this to Van
Driest's form of the MLH over a thin region near the wall (extending typically to y+ = 100). At the time,
the use of the MLH in place of (say) a low-Reynolds-number form of the k-e model was made for
computational expediency rather than physical realism.* Recent experience at UMIST 111,141 suggests,
however, that such low-Reynolds-number forms of the C equation are unreliable in impinging flow
conditions - so the choice of the MLH may well have been fortunate. The computations employed a 25 x 47
grid to map the half cross-section on one side of the plane of symmetry and 135 computational planes to
cover the region from 2.5 hydraulic diameters upetream to 5.0 diameters downstream from the bend.

= Accurate numerical resolution of the k and C equations through the semi-viscous sublayer requires

roughly double the number of nodes for the whole domain adopted with the MLH.
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Purely computational errors may be safely regarded as insignificant. An earlier computation of this flow
had been reported by Kreskovsky et a] [38] employing the mixing-length hypothesis over the whole
boundary layer within a somewhat simplified numerical scheme. Figure 1 compares computed streamwise
and radial velocity profiles with experiments at 77.50 around the bend: x* is the coordinate normal to the
symmetry plane taking the value 0 at the end wall and 1.0 on the symmetry plane itself; r* is a normalized
radial coordinate ranging from 0 on the outside of the bend to 1.0 on the inside. The radial velocity (V)
reveals the expected strong flow to the inside of the bend near the eidt. wall and a returni fiow trom inside
to outside near the mid-plane. The secondary flow causes fluid with relatively low streamwise momentum
to end up on the inside of the bend near the centre plane. This feature is very well captured by the k--c
computations, much less successfully by the MLH computations. Significant secondary flows remain well
downstream of the bend: Figure 2 compares at 2.5 hydraulic diameters the measurements of Taylor et al
with the k-c computations (no computations were reported in [38] for this position). Agreement with
experiment is again virtually complete.

A second, more challenging test case is provided by the 1800 U-bend experiment of Chang et al [39]
with Rc:DH of 6.675:1 and an inlet tangent long enough to produce nearly fully-developed flow at bend
entry. The velocity profiles, determined by laser-Doppler anemometry, were obtained along a series of
radial lines parallel to the symmetry plane. The most interesting feature of this flow is that, by 900
around the bend, a region of low-axial-velocity fluid accumulates towards the inside of the bend. This is
believed to be due to the return secondary flow near the symmetry plane being "blocked" and thus
diverted sideways. The first computations of this flow using the high-Reynolds-number form of the k-c
model spliced to wall functions (Chang et al [40], Johnson [411, Chang [42]) entirely failed to predict the
trough, Figure 3a. A changeover to the use of the mixing-length hypothesis in place of wall functions [61
shown in Figure 3b produces profiles along 2y/D = 0.25 and 0.5 that do have troughs, though the dips in
velocity are considerably weaker than those found in the experiment. Finally, Figure 3c shows that, by
refining the turbulence model in the core from the k-c eddy-viscosity model to an ASM, a significant
further improvement results [6 ,4 3 ].* The improvements noted above are strongly linked to changes in the
secondary flow. Figure 4 compares the secondary velocity vectors obtained at the 1300 station with the
three alternative models considered in Figure 3. While with wall functions a large primary vortex and a
weak secondary vortex is predicted, the introduction of a fine near-wall grid in which Vt is obtained via
the MLH produces a breakdown in the primary vortex into two co-rotating eddies and a growth of the
secondary vortex. Progression to the ASM produces a further complication in the secondary flow pattern
with the eddy near the mid-plane also breaking down into two smaller vortices.

It is our general experience with two- and three-dimensional recirculating flows that the use of an
algebraic or differential second-moment closure, in which there is a less direct connection between the
Reynolds-stress components and the corresponding strain components than with an eddy-viscosity model,
leads to the prediction of a more chaotic flow pattern and, moreover, seems invariably to be in closer
accord with experimental observation.

3.2 Flow in Circular-Sectioned Curved Ducts

The computational procedure used to generate the results in Figures 3b and 3c had originally been
developed for flow around circular-sectioned bends [44]. This is a configuration in which the
computational schemes have been markedly more successful in simulating the data than in square-sectioned
ducts [44-47]. Figures 5 and 6, fcr example, relate to convective heat transfer experiments ir a
uniform-wall-temperature U-bend [48] in which at bend entry the flow was thermally and dynamically fully
developed. Figure 5 shows the development of both the measured and computed normalized temperature
using both the k-c eddy-viscosity and ASM models in conjunction with the MLH sublayer model. In
solving the thermal energy equation, the turbulent heat fluxes uie have been approximated by

-Vt 00
- u0e - 0 -

(16a)

in regions where an eddy-viscosity model is used for the dynamic field and by

ue 0.35 k- j (16b)

where the stresses are obtained via an ASM.

The temperature variation along seven lines normal to the plane of symmetry is shown in Figure 5,
the magnitude of the normalized temperature being proportional to the distance of the horizontal offset of
the line (computation) or point (experiment) from the position line. There is, in truth, hardly any
difference in the two sets of computed temperatures, both results being in excellent accord with the
experimental measurements. One good reason for studying the thermal field, even if it is the velocity field
in which one is intrinsically interested, is that it is often easier to measure the local surface heat flux
than the loc.l wall friction - since, as noted, no reliance can be placed on the usual log. law for velocity
when curvature-induced secondary flowg are strong. The quality of the prediction of the heat transfer
coefficient thus gives a good indication of the accuracy likely to be achieved by the prediction of skin
friction. Figure 6 compares computed and measured circumferential variation of the Nusselt number at
four stations within the bend. On the inside of the bend Nusselt numbers are low and on the outside
high. This variation is mainly associated with the secondary flow continually thinning the thermal layer on
the inside of the bend and depositing warm fluid on the inside. There is, however, a second-order effect
associated with streamline curvature damping effective turbulent transport coefficients on the inside of the
bend and augmenting them on the outside. From two-dimensional flow studies it is known that the ASM

t Equally marked improvements were found at other stations in the bend.
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scheme captures such effects reasonably well while the eddy-viscosity approach greatly underestimates
them. While there is little difference between the predicted distribution of Nu with the ASM and EVM
schemes up to 550 from the bend entry, by 900 of arc the ASM predicts a level roughly 10% higher than
the EVM and at 1250 of arc about 15% higher. The second-moment treatment is evidently in closer accord
with the experimental data than the eddy-viscosity model - which is consistent with the findings for the
square-sectioned U-bend. Incidentally, the results in Figure 6 may truly be termed a prediction since the

computations [45-461 were completed some time in advance of the experiments (48].

3.b Turbulent Flow Development Along a Corner

Here we consider turbulent flow development in the vicinity of a corner formed by plane intersecting
walls, the primary flow direction being that of the line of intersection of the walls. In the cases to be
examined in detail, the walls intersect at right angles. (We note, however, that, for the special case of
fully-developed flow in ducts, several groups of workers have computed flow in triangular-sectioned ducts
and, indeed, in the considerably more complex duct configurations associated with coolant passages of
nuclear reactors (49-51]). It is a feature of such flows that, while the fluid may enter with zero
streamwise vorticity, the anisotropy of the turbulent stress field normal to the duct axis induces a weak
but influential secondary motion. While the three-dimensional flows considered in the previous section
were predicted with moderate success by eddy-viscosity models, in the present class of flows modelling the
in-plane turbulent stresses via an isotropic eddy-viscosity makes the source of streamwise vorticity zero;
consequently, no secondary motions are generated.

Most computations of corner flows have followed the practice proposed by Launder and Ying [52] of
adopting an eddy-viscosity model to represent the turbulent stresses containing the streamwise
fluctuations, and a simple ASM to represent the three stress components perpendicular to the flow
direction. Turbulent stress transport is usually unimportant in these flows and the rudimentary transport
approximation adopted in ASM's does not significantly affect the computed behaviour. As an example,
Figure 7 shows the computations of Arnal and Cousteix [53] of Mojola and Young's [54] experiment of flow
in a streamwise corner in which, following [52], the model was reduced to a mixing-length formulation.
From Figure 7a it is seen that the distortion of the axial velocity contours by the secondary flow is
captured reasonably well, though the computed axial vortex, Figure 7b, is a good deal smaller than that
found in the experiment.

The Arnal-Cousteix computations, like all pre-1980 studies of corner flows except that of Reece (25],
neglected "wall-reflection" effects in the pressure-strain term. Since, however, it was known that such
explicit wall-reflection influences were necessary to predict the correct normal stress levels in a
two-dimensional boundary layer, it has gradually become acknowledged that they should be included for
corner flows too. A problem that arises from so doing is (as noted in Section 2) that one must propose
how to handle pressure reflections from both walls of the corner. Reece (25] assumed a simple
superposition while the computations submitted by Rodi's group [55] for the 1980/81 Stanford Conference
adopted an integration around the surface. A problem with this integration approach, in the writer's view,
is that it disregards the fact that a small element of wall will only act to damp fluctuations normal to its
surface; in the proposed integration this essential directional discrimination is lost. Reece's treatment
seems the more logical, though it is not easy to generalize to more complex surface topographies. This
suggests that current strategies would not be successful in predicting, say, the drag-reducing
characteristics of ribleted surfaces (a topic to which further reference will be made in Section 4).
Nevertheless, current schemes are reasonably successful in accounting for turbulence-driven secondary
flows in fairly simple ducting. In ref. [561 Demuren and Rodi provide a refined version of their Stanford
Conference computations from which the results in Figure 8 have been drawn. It shows the axial velocity
contours in fully-developed flow through a rectangular-sectioned duct, the lower side of which contains
two roughened strips placed symmetrically with respect to the mid-plane of the channel, Hinze [57];
comparisons are also drawn with an earlier computational study of this flow by Naot and Rodi [58] who had
adopted a virtually identical model save that the contribution of secondary generation terms in Pij (and
the corresponding terms in Oij2) were neglected. This omission in fact leads to a considerable overestimate
of the secondary flow, Figure 8b, while the later computations of Demuren and Rodi [56] somewhat
underestimate it. While this underlines that the last word in modelling turbulence-induced secondary
motions has by no means been written, it is nevertheless encouraging that the axial flow field is
reasonably well accounted for with either scheme.

3.4 Development of Streamwise Vortex

In many practical corner flows a horseshoe vortex is formed at the upstream end which introduces a
concentrated core of streamwise vorticity into the corner region. The strength of this vortex will
generally be much stronger than that generated by the asymmetric stress field and, somewhat
surprisingly, the flow development may then be adequately represented by an eddy-viscosity approach.
Figure 9a shows, for example, that for the case of the idealized wing-body junction of Shabaka [59] the
variation of skin friction coefficient with distance from the corner is quite well predicted by Rodi's [55]
computations with the standard k-C model both on the "body" (Figure 9a) and on the "wing" (Figure 9b).
The mixing-length computations by Cousteix's [60] group are less satisfactory irrespective of whether or
not the Launder-Ying [52] secondary-flow source is added (indeed, the inclusion of this latter correction
seems to be generally unhelpful in this flow probably because of the high level of secondary motions).

More recently the ONERA/CERT team [61] have examined another flow with embedded streamwise
vorticity, this time a rather weak vortex on (effectively) an infinite plane surface. Figure 10a compares
the resultant measured lateral variation of skin friction coefficient [62] with predictions from a variety of
models; the curved arrow denotes the sense of rotation of the vortex. The observed increase in cf on the
downwash side of the vortex and the decrease on the upwash side are to be expected. The strong
increase in cf to the right of the vortex is, however, initially surprising. The Reynolds-stress-model
computations reveal the probable explanation of this feature for they indicate that a second
counter-rotating vortex is created by the asymmetric stress field which causes a downward flow of fluid
towards the wall at the point where the second maximum in cf appears. No extra vortex is induced with
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the eddy-viscosity model and, as we see from Figure 10a, the second peak is absent in these predictions.

3.5 Strongly Swirling Flows

Swirling flows have long been known to provide searching test cases for turbulence modelling. Even
a weakly swirling free jet in stagnant surroundings with a ratio of angular-to-axial momentum* of only
0.3:1 initially exhibits double the rate of spread of the non-swirling jet. Eddy-viscosity models do not
reprod:tuce this sensitivity unless at least one of the hitherto constant coefficients is made explicitly
dependert on s, me swirl-related parameter. At the level of second-moment closure, obtaining satisfactory
agr,emerit deprids -ritically on modelling the mean-strain contribution to the pressure-strain correlation,
7,aunide: arid M,rse 1631. These workers found that the quasi-isotropic model of Oij2, Eq.(13), actually led
t, a reduCed mate of spread with swirl, a result that led to the abandonment of this model by the writer's
group. !'he !I ii , Pq.(12), is less deficient but, even so, Gibson and Younis [641 proposed to modify
the usual values of -, and c 2 to 3.0 and 0.3 respectively to secure the desired spreading behaviour of the
near field ,if th,. .e"mkl" swirling axisym immietric jet. These values were carefully chosen so that the
quantity I - ,cx was essentially the same as for the standard coefficients - a precaution that ensured
that f,r flows near 1ooil equilibrium the generally satisfactory behaviour predicted with the standard

mAeups would be r-'ta i,'-. The preference at UMIST [221 is to adopt instead the rotationally invariant form
the F- model, Eq.!

l'i~tr, I I provid,,s a .omiparisnn between the performance of these alternative forms of the IP model
applied t., the strongly swirling jet examined by Sislian and Cusworth [651 by laser-Doppler anemometry.
The strng swirl induc-i a region of back-flow on the jet axis which extends to a distance four diameters
downstream of the m. 'aimputations by Fu et al [22,671 were made with an adapted version of the
axisymmetrio elliptic s, leer TEAM [66] on a 40 x 35 grid (grid refinement to 61 x 60 for one of the models
produced negligible :u'eges in the computed behaviour). The computational domain began 0.5 diameters
downstre-am of the' set discharge where the measured mean velocity and Reynolds-stress profiles were
ado pted as upstreaM Ti dary conditions. The behaviour predicted by the standard IP model evidently
produces 'oo little niumenrium exchange and, as a result, the predicted length of the recirculation zone is
too long and the deca' of the swirl far too slow. Better agreement results from the Gibson-Younis

,nistants, though the r, I itionally invariant form produces a decay in closest accord with the experiment;
the length of the recircuiating flow reg ,n is particularly well predicted with this version. Nevertheless,
significant differences .. xist. between the computations and measurements: the measured peak streamwise
velocity, U, moves out to larger radii leading (by the principle of conservation of angular momentum) to a
Hiore rapid streamwise reduction in swirl velocity, W, than in the computations.

The computed Reynolds-stress profiles, which are compared with the data in Figure 12, exhibit serious
differences from the measurements, the normal stresses being substantially too high near the axis. The
computed shear stress uv, whose generation rate is closely linked with the axial mean profile velocity,
exhibits a similar weakness to the U profile in Figure 11, namely that the measurements show an
appreciably greater rate of spread than the computations. The principal shear stress responsible for
diffusing the swirl, vw, exhibits a quite different profile from the measurements beyond two diameters
downstream. The experiment suggests that 7w is annihilated in the core but acquires large values in the
outer region. Relatively large values of vw can indeed be expected in regions where turbulence is
intermittent for "fingers" of rotating turbulent fluid will tend to be centrifuged outwards since the
irrotational fluid around them has no angular momentum and thus cannot provide an opposing radial
pressure gradient.t This physical feature can obviously not be captured in a model such as that employed
here which takes no account of intermittency. The question arises whether this omission significantly
impairs the ability to predict the flow nearer the axis where intermittency is absent. No firm answer can
be given, though it is perhaps relevant that several groups of workers, e.g. [68-70], have tackled
problems of confined swirling and appear to achieve closer agreement than that shown above for the
strongly swirling free jet. For exampLk, Figure 13 compares DSM and k-c EVM predictions by Hogg and
Leschziner [681 of the confined co-axial jet of So et a] [71] with a normalized swirl:axial momentum flux
ratio of 2.2:1. Here just the outer stream is swirling. Despite the thick wall of the pipe separating the
two jets (which creates a region of high-intensity, recirculating flow immediately downstream of the
discharge) the inner jet remaii. visible as far as 20 diameters downstream. The DSM computations, which
adopted essentially Eq.(14) for i i2, capture the measured behaviour of the axial and tangential velocity
fields quite successfully. The FVM predictions in contrast indicate a disappearance of the central jet
within 5 diameters and, by 20, the whole body of fluid outside the wall sublayer is in solid-body rotation.

Weber et al [69,70] have reported an extensive series of computations of swirling flow in geometries
similar to that of gas-turbine combustors or industrial burner quarls. The work is part of a large-scale
collaboration between the University of Sheffield and the International Flame Research Foundation (IFRF) at
lJmuiden aimed at improving the design of combustors; for the flows considered, however, no chemical
reaction was present and the flows were at uniform density. The geometric configuration is shown in
Figure 14a: for the teat case included here [69] the quarl half-angle a was 200, the radial expansion ratio
B/A was 1.50, Rf/A was 1.53 and there was no end contraction (Rc 7 Rf). The computations, performed on
a 59 x 27 grid, are compared with experiments in Figure 14b. The second-moment-closure computations
adopted Eqs Ill and (12) for 0 ij but omitted any wall corrections; while (from the point of view of
consistency with earlier computations) this omission is regrettable, it is unlikely that their inclusion would
have had any material effect on the results as the most crucial flow interactions occur outside the wall
region. As with the flow considered in Figure 13, the Reynolds-stress closure captures with good
accuracy most of thn flow features, including the existence of a recirculation region displaced from the
axis. The k-c EVM by comparison produces a substantially different flow pattern in which, inter alia, the
reverse fl)w extends to the axis and a far too strong radial mixing of streamwise momentum occurs.

* To retain the same dimensions, the angular momentum is divided by the discharge pipe radius.

t Nevertheless the measured valu -s of vw in Figure 10 are excessive since the implied magnitude of the

correlation coefficient vw//v
-2

1;
2

is greater than unity in certain regions.
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4. RECENT DEVELOPMENTS IN TURBULENCE MODELLING

The past few years have seen a renewed emphasis being placed on fundamental aspects of turbulence
modelling. There are several reasons for this. So far as the writer's group is concerned, the most
immediate task following the 1980/81 Stanford Meetings was to plunge into the computation of
three-dimensional and recirculating turbulent flows with as high a level of turbulence model as was
feasible. Only in this way could a proper assessment of how successful (or, equally, how deficient)
existing models were when applied to the more complex industrial-type flows that, numerically at any rate,
were coming within range; a selection of the results of that work has been reported in Section 3. Only
when the dust of that software development and application had begun to settle did attention revert to the
question of fundamental aspects of modelling. A parallel development that has given great impetus to
turbulence modelling research is the appearance of full computer simulations of turbulence in a variety of
simply-strained homogeneous and inhomogeneous flows (72-74]. With these solutions providing, for example,
accurate time-averaged records of dissipation rates and pressure-velocity gradient correlations, the
modeller has far more direct checks at his disposal for assessing the usefulness of a particular modelled
form. Most efforts have been focused on the dissipation rate equation and the approximation of the
pressure-strain correlation, ij.

In view of the sensitivity of many three-dimensional flows to the mean-strain (or rapid) part of ij,
the proposals for modelling this process are of particular interest. As early as 1978 Lumley (16] had
pointed out that neither the quasi-isotropic (Eq.(13)) nor the simpler IP model of (ij2 (Eq.(12)) satisfied
the "two-component" limit wherein (22 should vanish if uZ did. Some years later Shih and Lumley [75,76]
showed that, by including quadratic products of the stress anisotropies, this limit could be satisfied while
still satisfying the other kinematic constraints met by Eq. (13); however, further somewhat ad hoc
adjustments needed to be made to the resultant form to secure agreement with the data for a homogeneous
free shear flow in local equilibrium. A subsequent analysis at UMIST (67,77] followed essentially the same
path but retained cubic products. Despite the fact that at the start twenty arbitrary coefficients had to
be introduced, all but two could be determined by applying kinematic constraints. Of the two unknowns
one was set to zero (because it multiplied such a large number of terms that its retention would have
rendered the model impractical for use in other than simple strains); the resultant model takes the
relatively compact form

®i.j2 = - 0.6[Pij - 4 Sij Pkk1 + 0.6 ;aij (P/c)

rUkU j ug~ui r@Uk 19uk U U au. - al1

0.2 k [ - T [-T k k - ]] (17)1 9  ak kx +i

- r[A 2 (Pij - Dij) + 3ami anj (Pmn - Dan)]

where A2 M aik aki.

The coefficient r was set to 0.65 to obtain best agreement with a range of shear flows.

In parallel, new forms have been adopted for the non-linear process 
0 ,j, and the source and sink

terms in the dissipation rate equation. The broad directions are those advocated in Lumley's [16] work.
Our experience, however, is that it is only with the introduction of the new form of Oij2, Eq.(17), that
unequivocal overall benefits result from these other refinements. Our current recommendations [121 are:

"il 
= 

-4.0 Ah A2  C!ai. + 
1
.2(aim aij - ij A2 )] - aij C (18)

in which A = I - 8(A2 - A3 ) and A 3 a aik akj aji. In the two-component limit it may readily be shown that
A 2 - A 3 = so then A vanishes; thus, as desired, Oij, also vanishes.

For the dissipation rate equation we take
1.92

t 1.0 ; c62  1 + 0.6 A2 A (19)

This combination has been tested over a wide range of free shear flows [12]. The clear-cut improvements
over the standard model that result are evident from Table 2 below which provides the spreading rate
data for four self-preserving flows. For the record, the improvement in the wake arid the plane jet is
mainly attributable to the use of Eq.(17) for 

0 ij2, while improvements in the plume spreading rate arise
principally from the new form of the coefficients in the C equation.

Flow Plane Axisymmetric Plane Axisynmetric
Jet Jet Plume Plume

R-commended experimental ivalaes 0.11 0.094 0.120 0.112

Standard second-moment closure 0.10 0.105 0.081 0.093

New form of dissipation rate equation 0.11 0.105 0.118 0.122

N-w form of both dissipation and
pressure, strain model 0.110 0.102 0.122 0.122

Table 2 Rates of spread of self-preserving shear flows
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Exploratory use of this new form for near-wall flows [78] suggests that it may be possible to
eliminate entirely wall-reflection terms from the model. If this is confirmed, it would greatly facilitate the
application of second-moment closure to flows where the surfaces are significantly non-planar over
distances of the order of one third of the boundary layer thickness or less. In view of the newness of
the basic proposals, there has been little opportunity to .est them in three-dimensional strain fields. Fu
et al (22,67] have, however, included this new form in a computation of the Sislian and Cusworth [65]
swirling jet. Overall, worse agreement with the mean flow field was achieved than with the rotationally
invariant IP model, though in some respects, such as the general shape of the 11W profiles shown in Figure
15, the new form was clearly more successful. In fact, this very complicated flow subject to the strong
effects of intermittency, discussed earlier, and the rather uncertain accuracy of the experimental data does
not really provide the best starting point for assessing the usefulness of Eqs.(17)-(19) in the
three-dimensional strain fields. The next year or so will see a more extensive set of comparisons being
undertaken at UMIST and possibly elsewhere.

5. CONCLUDING REMARKS

Computing power has now reached the level that many complex three-dimensional turbulent flows can
be calculated with little purely numerical error. It is feasible also to include second-moment models of
turbulence into CFD software in place of the more usual eddy-viscosity schemes. The comparisons between
computations and experiments made in Section 3 bring out emphatically that second-moment closure (while
sometimes falling short of the accuracy desired or needed in particular circumstances) allows a truer
picture of the real flow development to be predicted than does an eddy-viscosity model. It is, moreover,
suggested that recent proposals for substantially new forms of the model components discussed in Section
4 will, in due course, bring improvements in the reliability of predictions for three-dimensional strain
fields that they are already achieving in simple shear flows.
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SIMULATIONS NUMERIQUES D'ECOULEMENTS TURBULENTS

DE CANAL PLAN

K. DANG & V. DESCHAMP~S*

ONERA BP 72, 92322 Chatillon Cedex, France.

RESUME

Les 4quations instatiotinaires de Navier-Stokes pour un fluide incompressible sont r~solues
par une m~thode de diff6rences finies d'ordre 4 associ&e A un sch~ma en temps semi
implicite oii la pression est calcul~e it~rativement de mani~re A satisfaire une condition
globale d'incompressibilit6.
Cet algorithme est utifis6 pour simuler l'6coulement instationnaire turbulent dans un canal
plan A des nombres de Reynolds de l'ordre de 2000 (bases sur la vitesse moyenne au centre
et la demi hauteur du canal). L'6coulement, suppos6 homog~ne dans les directions
longitudinale et transversale est entretenu par un apport ext~rieur d'6nergie r~alis6, soit en
imposant un gradient de pression moyen constant, salt en imposant un d~bit constant.
Moyennant un choix correct des nombres de Reynolds initiaux, les deux proc~dures
permettent d'obtenir un mnme 6coulement asymptotique (caractdrisd par des propri~t6s
statistiques stationnaires). L'6coulement laminaire de Poiseulille est cependant d~stabilis6
beaucoup plus rapidement avec la proc~dure de simulation A d~bit constant.
Les bilans de conservation obtenus (avec 18.18.65 et 18.32.65 points de discr6tisation) pour
les moyennes d'ensemble des composantes du tenseur de Reynolds sont en bon accord avec
des r~sultats existants de simulations effectu~es avec des discr~tisations tr~s sup~rieures.

1 - INTRODUCTION

Les performances actuelles des ordinateurs modernes permettent d~sormais (1e r~aliser A. un
coCt raisonnable des simulations num~riques d'6coulements instationnaires turbulents dans
des g~om~tries simples. L'6coulement de canal plan turbulent comportant deux directions
d'homog~n~it6 a &6 traitd avec une attention particull~re et constitue un cas test pour
comparer les pr~cisions et les co~its des m~thodes nundriques.
L'bypoth~se d'homog~n6it6 dans la direction de l'6coulement qui se traduit par Ia recherche
de solutions num6riques p~riodiques dans cette direction et par l'absence de conditions aux
limites d'entr~e-sortie, implique que le calcul simule I'~olution en temps d'une portion
d'6coulement dans un r~fdrentiel convectd dans l'espace par 1'4coulement reel. La simulation
de 1'6coulement en espace sur des longueurs de canal 6quivalentes aux dur~es de convection
des simulations e n temps (plusieurs dizaines de longueurs de p~rlodicit6) est pour l'instant
hors d'atteinte des possibilit~s informatiques et algorithmiques. Par contre, if est
envisageable de simuler des 4coulementr' pour lesquels les ph~nom~nes int~ressants ont lieu
A une distance relativement courte de la section d'entr~e: divergents A6 wtriation de section
brusque par exemple.

Les m~thodes spectrales de collocation (Fourier pour les directions lionlog~nes et
Tch~bytchev pour la direction normale aux parois) sont particuli~rement bien adapt~es au
cas simple du canal bip~riodique. Les plus r~centes simulations effectu~es avec cette
m~thode (Kim, Momn, Moser 1987) utilisent jusqu'iA 4.106" points de collocation (192.160.129
points) pour des nombres de Reynolds de l'ordre de 3300.

*Adresse actuelle: MATRA BPI 78146 V6lizy-Villacoublay Cedex France
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Les m~thodes de diff~rences finies ont 6t lougtemps employ~es pour discr~tiser les
op~rateurs de d~rivation dans la direction normale aux parois. Des schdmas centr~s d'ordre
2 ont ainsi &6 associ~es A. des sch~rnas spectraux de type Fourier pour les directions
homog~nes ( Moin, Kim 1982), (Horiuti 1987). Les 6plus r~centes simulations (Horiuti 1987)
utilisent un mod~le de sous-maille et plus de 4.10 points (128.256.129) pour des nombres
de Reynolds sup~rieurs a 6600.
Davis une perspective A plus long terme, et pour pr6parer des simulations d'6coulements
avec conditions d'entre'e-sortie, la m~thode pr~sent~e ici est bas~e uniquernent sur un
sch6ma de diff6rences fiuiies d'ordre sup6rieur (ordre 4 ou plus), avec lequel les conditions
aux linlites sont pius faciles A mettre -n oeuvre qu'avec un sch~ma spectral. La m~thode
numi6rique proprement dite est d~crite au paragraphe 2. La proc~dure de simulation
adopt&e est d~crite an paragraphe 3, les r~sultats sont comment~s en 4 et leur pr6cision est
discut~e en 5.

2 - EQUATIONS A RESOUDRE ET PRINCIPE DE LA METHODE

2.1- DOMLAIINE DE CALCUL ET EQUATIONS ADIMENSIONNEES

Prenons comme longueur de r6f~rence la demi hauteur h du canal, pour vitesse de
r6f~rence la vitesse sur l'axe U. de l'6coulement laminaire de Poiseuille (figure 1), pour
temps et pour pression de r~f~rence:

I PO = pU"
U0

Les 6quations A r~soudre dans un domaine ouvert Q2 de fronti~re an sont les 6quations de
Navier-Stokes instationnaires pour un fluide incompressible, adimensionne'es avec ces
grandeurs de rc~fence:

au,
.= 0

ax'.

a u + &J u, +ap 1 a 2 Ui

at '&x. ax. R, axkaxk

" conditions initiales Uj(x,,t=0) pour x, c

" conditions aux limites MJx,,t) pour x,. E

Le iionbre de Reynolds initial Re' = U0 h/v est celui de l'6couleinent laminaire de
Poiseuille pris comme xoudition initiale, et F, repr~sente une force ext~rieure appliqu~eA
I'6&o ulIeme nt.

2l

L I
FIGURE I1: Domnaiiie de calciil Q )0,L 1[ ]0,L 2 [ J -h ,h
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2.2 - CONDITIONS AUX LIITES

Des conditions de non glissement (U, = 0) sont impos~es sur Jes parois du canal et des
conditions de p~riodicit6 sont impos~es dans les directions longitudinales et transversales, ce
qui suppose que:

- en ce qui concerne les propri6t~s statistiques des grandeurs fluctuantes qui leur sont
associ~es, tous les points d'un mnme plan parall~le aux parois Sont 6quivalents,

- le donine d(, calcO' est constltu6 d'une portion d'4coulement de canal qu! est convecW 1i
une certaine vitesse Uie A I'6coulexnent mayen,

- le calcul d~crit 1'6volution temporelle de cette portion d'6coulement,

- les moyennes d'ensemble, fonction uniquement de Z, pourront Utre 6valu~es par des
moyennes en espace effectuees dans les directions X et Y: en particulier, la vitesse moyenne
est d~finie par:

+h

<T1> ffUj(X,Y,Z)dXdY etled~bitpar: Q ==L2 f <U1 >dZ
LIL2 -h

2.3- COINDITIONS INITIALES

On superpose A l'6coulement laminaire de Poiseulle, caract6ris6 par une vitesse
moyenne Up (Z) = (1-Z 2 ) et un nombre de Reynolds Re. = U,,h/v, une perturbation
bidimensionnelle d'arnplitude finie 62D (E2D = 0,1) et une perturbation tridimensionnelle
pression est constant en espace, mais peut varier en temps:

F,(t) est directement Ui au ddbit Q et A la vitesse de cisaillement u, par la relation
approch~e ( Deschamps 1988 ):

()t = -2hL 2 (U, +Fj) 2ve 1r=Re, (9Z -

Cette relation est exacte pour l'6coulement larninaire de Poiseuille. Le d~bit est constant si
le gradient de pression 6quilibre exacteinent les forces de frottement le long des parois, qui
elle in~ines sont likes au nombre de Reynolds Re.:

< iZ =I_2 2 2 _U2 2
<U>() lZ UT = -; F 1 =-,

Re, Re,

Les forces de frottement croissant au cours de la simulation d'une transition laminaire-
turbulent, si F, est maintenu constant 6gal A sa valeur lamninaire de depart, le debit ne
peut que d~croitre. Une simulation d'6coulernent de transition A, d~bit constant ne pourra
donc 6tre r~alis~e qu'en imposant un gradient de pression 6quilibrant A1 chaque instant
['action des forces de frottement. Ceci peut. ktre r~alis6 num~riquement en reliant, A! chaque
pas de temps, les variations du gradient de pression moyen aux variations de d~bit par
unit6 de surface par la relation:

F1 n+I=F in +C(Q n+1 - Q ) +/#(Qn-_Q 0 )

o i Q0, est le d~bit initial et a-2/6t, % -116t.
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Cette proc~dure a 1'avantage de fournir un d~bit constant pour tout regime de
1'6coulement. En comparaison, ]a procedure adopt~e par Moin et Kim 1982 (et reprise par
la plupart des auteurs) qui consiste A! adiniensionner les iquations par la vitesse de
frottement u. et a choisir pour F, la valeur constante du r~gime turbulent 6tabli ne permet
d'obtenir un d~bit constant qu'en r~gime 6tabli.

On peut 6crire 6galement pour l'4nergie cin~tique moyenne

E I-f ujU, dF

une lo! d'6volution approch~e:

aE 1 a 1V s.U aUk- =-FL 1 Q- f-(- + )f
at R e Q aXk aXk (x

L'apport d'6nergie croissant (premier terme du second membre) d6i a laugmentation au
cours du temps du gradient de pression contrebalance l'6nergie dissip~e par le second terme.
Get apport contribue A maintenir au cours du temps l'6nergie moyenne de l'6coulement qui

2.5 - SCHEMIA NUMERIQUE

Le schema en espace est un sch~ma de difl~rences finies centr~es d'ordre 4 dans les
directions homog~nes. Pr~s des bords du domaine, ii tient compte de la p~riodicit de 11a
solution. Dans la direction inhomog~ne, le sch~ma est d~centr6 pour les 3 points les plus
proches de la paroi; le maillage est ress~r6 selon une loi utilis~e par Momn et Kim 1982.

be schema en temnps utilis6 valable aussi pour des sch~mas spectraux (Deschamps, Loisel,
Morchoisne 1987) consiste en deux 6tapes:

1) une 6tape pr~dicteur oii Pon calcule une approximation explicite du champ de vitesse A,
l'instant (n +1)6t, soit U n+'. Les termes de convection sont calcul~s par un sch~ma Adams
Bashforth, les termes de diffusion par un schema Euler explicite:

0 +I.U n-6t ((U * .D) U * vD 2 Un+DP n) U* = ,*n 05U

o i D et D2sont les approximations par le sch~ma en espace choisi des op~rateurs V et A~.

2) une 6tape correcteur implicite dans laquelle lia vitesse et la pression au temps ni-I sont
donn~es par:

L U+_n n'U -6t D (pn+'-pn)

a +

01. D. est une approximation de 'prtuV.,Letuopaerfcoissusl

forme L = Li L 2 L3 , avec: +cniin u iie u 'prtu .,Letu prtu atrs osI

L, = 1-77iDi2 7i, = 0O(( U,6t )2 ,V~t)
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Les coefficients i~, sont ajust~s de mani~re i approcher au mieux I'erreur de troncature d'un
sch~ma globalement implicite. D. represente i'approximation par un sch~ma diff~rences
finies d'ordre 2 de l'op~rateur 902/0qX1 2. Il 6tant mis sous la forme q, = aUi 26t 2 + #Av~, le
choix des coefficients a 0(l) et 03 = 0(l) d~termine la stabilit6 du sch~ma ( Deschamps,
Loisel, Morchoisne 1987). Les test num~riques effectu~s (Deschamps 1988) montrent que la
prise en compte des 6chelles caract~ristiques r~elles de l'dcoulement dans chaque direction
d'espace am~Iiore la fois la pr~cision du sch~ma en temps et la convergence de
l'algorithme it~ratif de calcul de la pression d~crit ci-apr~s.

2.6- CALCUL DE LA PRESSION

Dans le cas o n +1 P n pl a relation 2) du § 2.5 permet d'obtenir une prerni~rezn+In+1
approximation U de Un+

L (U -U)U -

La ression pn+ est obtenue en imposant la condition d'incom press! bill t4 sur le champ
Un V. U+1= 0), P n+1 est alors solution du syst~me lin~aire suivant:

M(P~'P~ =-VU M =-6t V.L'1 V

Celui-ci est r~solu par un algorithine de gradient conjugu6 du type Axelsson (1980).

2.7- IMPOSITION DES CONDITIONS AUX LIMITES

Les conditions aux limites non p6riodiques ( dle type Dirichiet ) sont prises en compte dans
1'6tape linplicite. Pour la direction Z, la matrice L3 est tridiagonale et l'inversion du
syst~me est effectu~e par factorisation L.U. Pour les directions X et Y, les matrices L 1 etL2
sont de type cyclique et chaque rdsolution se rain~ne . celle de deux syst~mes tridiagonaux
classiques.

2.8 - MODELE DE SOUS-MAILLE

Associde un filtre 'passe bas', la rn6thode num~rique peut ktre utilis~e pour des
simulations des grandes dchelles de turbulence ('Large Eddy Simulation'), avec un mod~le
de sous-maille base' sur une viscosit6 turbulente vt ( Deschamps, Dang 1987 ) ne n~cessitant
pas de lois de paroi empiriques souvent utilis~es avec le mod~le de Smagorinsky ( Moln,
Kim 1982, Horiuti 1987 ). Du point de vue num~rique, le terme de diffusion suppl~mentaire
LV D U nest
trait6 de facon explicite. Les coefficients d'imiplicitation 7i, d~finis au paragraphe 2.5 sont

ensuite ajust~s en tenant compte de la viscosit6 turbulente ( Deschamps 1988 )

2.9 - ALGORLTHME DE CALCUL ET OPTIM41SATION DU CODE

L' algorithme d~crit n~cessite 15 tableaux contenant tous les points de maillage. Une taille
xn~moire de 1.600.000 mots permet une discr~tisation de l'ordre de 453, moyennant
l'utilisation de 11 tableaux et de 4 entrdes sorties par pas de temps.
Les efforts de vectorisation out porte' essentiellement sur le sous-programme de d~fivation
appel6 i chaque calcul des op~rateurs Divergence, Gradient et D36rivie seconde. Le couit sur
Cray XN'P de la m~thode est de I'ordre de 1.5 10-5 seconde CPU/point de mallage/pas de
temps ( respectivement 2.5 10-) avec ID. U I < 2. 10 4( resp. < 4. 10-5) pour un
maillage 18.18.65 ( 18.32.65) et 15 it~rations ( resp. 30 it~rations ) de pression par pas de
temps.
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3. - TRMITEMIENT DE LA FORCE EXTERLEURE ET PROCEDURE DE SIMULATION

Du fait des conditions aux limites p~riodiques dans la direction longitudinale, I'6coulement
doit ktre aliment6 par la force F (gradient de pression. longitudinal n~gatif). En raison des
hypoth~ses d'homog~n6it, dans la direction longitudinale en particulier, ce gradient de
d'amplitude plus faible e3D (E3D = 0,01):

U(XYZ't = 0) = U (Z) + (2D UOD()COS(aX) + E3D U3D(Z)coS(oaX+/3Y)

o0a U2D et U 3Dsont choisis de mani~re & ce que le champ de vitesse U soit 5, divergence
nulle. Ce choix s'appuie sur les r~sultats de stabilit6 de Herbert 1977: alors que 1'6couleinent
de Poiseuille est instable A1 des perturbations infinit~simales A partir d'un nombre de
Reynolds critique de l'ordre de 7000, i1 peut 6tre destabilis6 A. des nombres de Reynolds
subcritiques nettement inf~rieurs par des pert urbations bidimensionnelles d 'amplitude finie.
L'6tat d'6quilibre bidimensionnel atteint par l'6coulement est lui-m~me instable A toute
perturbation infinit~simale trid imensionnelle.

La destabilisation peut 6tre obtenue pour des Reynolds subcritiques faibles de l'ordre de
2000 pour les nombres d'onde u longitudinal et ~3 transversal suivants:

27r 21r
Ce -- =125 ;

Li L

Les dimensions du domaine de calcul Q2 seront prises 4gales A

27r 27r
L I = -L2 = - L 3 =2h= 2

1.25 2

2.4- LA CONDITION D'INCOMPRESSIBILITE

L'6quation de continuit discr6tis~e ne peut 6tre satisfaite que si les conditions aux
limites v6rifient certaines relations de compatibilit6 ( Deschamps, M~tivet, Morchoisne 1985
). En g~n~raI, ces relations ne sont pas satisfaites et i1 est donc impossible d'obtenir un
champ de vitesse A divergence nulle sur le domaine de calcul Q2 et sur sa fronti~re aQ.

La m~thode propos~e lci consiste A ajuster ]a pressioii de mani~re A r~aliser au mieux
une condition g',ibale d'incompressibilit6: ce r~sultat peut 6tre obtenu en minimisant une
norme de la divergence de vitesse sur n2 U aft2

Le systrnie d'6quations du § 2.1 est donc remplac6 par:

aU2  a 3U. aP I a'u.

+ conditions initiales
+ conditions aux limites
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d~croitrait dans le cas F, = Cte.
Ces reniarques sont illustr~es par ]a figure 2 qui montre les 6volutions temporelles
compar~es de N'nergie totale <U U .-> au cours des simulations A F I = Cte et A, Q = Cte
pour des tenmps T = it r atteignant jusqu'A 1000 fois le temps de r~f~rence r. On constate
que, i gradient de pression constant, le temps de stabilisation de 1'6nergie est d'un ordre de
grandeur supdrieur A cefl du cas Ad~bit constant.

I M

,401~

FIGURE 2 6volutions temporelles de l'nergie totale < U U, >

3.- RESULTATS

Les simulations num~riques ont &6 effectu~es sur le CrayXMP AMronautique, avec 18.18.65
et 18.32.65 points de discr~tisation, pour des nombres de Reynolds initiaux Re de 5000
dans le cas A gradient de pression moyen constant et de 2037 dans le cas A d~bit constant.
L'Int~gration num~rique, effectu~e sur des temps tr~s longs (T 1300) correspondant
approximativement A 100 Iongueurs de p~riodicit montre qu'on obtient un dcoulement
asymptotique (caract~ris6 par des propri6t~s statistiques stationnaires), ind~pendarnment de
la procedure adopt~e et des perturbations initiales impos~es A l'6coulement 'de Poiseuille.
Les figures 3 et 4 montrent l'6volution temporelle du nombre de Reynolds Re et du nombre
de Reynolds de cisaillement Rer = u,.h/1l.
La valeur asymptotique commune est atteinte A des temps T Q et Tvp respectivement,
correspondant A, un meme apport ext~rieur d'6nergie. Le rapport TQ / TVP= 0.1 montre
que la condition de d~bit constant permet de transf6rer l'nergie A. 1'6coulement de facon
plus efficace et permet donc du point de vue num6rique de faire de substantielles 6conoinies
de temps de calcul. Ces r~sultats confirment et 6tendent des r~sultats de simulation obtenus
avec une tr~s faible discr~tisation (4.4.32 points) (Rozhdestvensky, Simakin 1984).
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FIGURE 3: 6volution temporelle du nombre de Reynolds Re = Uh/v
- de'bit constant, R eo = 2037

.+++++ gradient de pression constant, R eo = 5000

Rer =urh /v
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- ~20 <iulti+>uii 
00

00
0

Re =1580 1.0

.Re =2220O
0

10.
0

0. 2.

FIGURE 5: profil de vitesse moyenne en coordonn~es de paroi
<KU +> =<U>/u7 , Z+ 'Z/(u/u,)

4. simulation [replin & Eckelmann 1978

VI+ 0

5.

11++

FIGURE 6: proffls de fluctuations de vitesse en coordonn~es de parol
= < U 2 > 1/2/, U st + =<V2>1/2/uT td + =< / U
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Les figures 5, 6 et 7 niontrent, en coordonn~es de paroi les r~sultats des simulations d~bit
constant (Re =2000, Rer = 100 concernant la vitesse moyenne < U+ >, les fluctuations
de vitesse u' tl ,u/ et la contrainte de Reynolds u' v/ respectivement. Ges r~sultats sont
en bon accord qualitatif avec des r~sultats exp~rimentaux obtenus ~.des Reynolds 6gaux ou
sup~rieurs.

simulation Kreplin & Eckelmann 1979
-u',' k:50

0. 40. .

FIGURE 7: profil de la contrainte de cisaillement
-U U/ = -< Uw >/

3.2 - EVALUATION DES TERMES DU BILAN DU TENSEUR DE REYNOLDS

Les 6quations de transport pour le tenseur de Reynolds <Ku u, >, adimensionn6s par u 4

s &crivent:

(-+ Uk-a) <Uui>= j-Ej lj+Dj+7-

Les differents termes du second membre s'explicitent, de facon classique:

- terme de production: P 1 i - (KUu .u><U,>k + <UIUk>KUi>,,,

- terme de dissipation: c1, 2 v i 2 V 2 k Uj k >

-terme de corr6lation vItesse-pression: H1i U,. =-K ,j + ui pq >

-terme de diffusion: Dq <U Uj>k

-terme de transport turbulent: T,= -(Ui uj Uk )1

Pour l'ensemnble de ces termes, la moyenne d'ensemnble K.> est obtenue par une moyenne
teniporelle (J. de la moyenne en espace <.x effectu~e suivant les directions homog~nes
X et Y: <.>=-<>y
Les figures 8 A 10 montrent les 6volutions de ces diff~rents termes pour les coniposanlte6
KUulu> I KU 2 U2 > 1 Ku~u3 >, et <u~u,> dui tenseur de Reynolds.
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. 8 _ 0 .5 D i l

GAIN Pil0 Ill 0.3 P

Z+0.0 
50.0 100.0

FIGURE 8 terines du bilan pour <uU y +
(a) pr se te im laio (b) extrait de Ki ,M oi , M oser 1987

* .02

GAIIND3

ovYa Z+ 02Z
FIGURE 9: termes de bilanian Z

(a) Pour < u2 u 2 > (b) pour <u33
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.08
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D12

PE\xE. P12

Z +0.0 50.0 100.0 150.0

FIGURE 10 :termes de bilan pour <ulu3 >
(a) pr~sente simulation (b) 4extrait de Kim, Momn, Moser 1987

Les comparaisons avec les r~sultats de Kim, Moim, Moser 1987 montrent que, compte tenu
de la faible discr~tisation adopt~e, les rdsultats sont tr~s satisfaisants except6 pour les
termes de transport turbulent (T,, et T 13 en particulier) qui font intervenir des deriv~es de
correlations d'ordre 3.

4. - PRECISION DES RESIJLTATS

4.1 - INFLUENCE DE LA DISCRETISATION

L'exp~rience num~rique montre que les codes de simulation utilisant une discr~tisation
spatiale par diff~rences finies d'ordre 2 peuvent fournir des statistiques d'ordre 2
(<u~u.I >,...) 4quivalentes A celles obtenues avec des codes spectraux moyennant des
discrkdsations deux a trols fois superieures par direction d'espace. Les statistiques d'ordre 3
ne peuvent cependant 6tre obtenues qu'avec des discr~tisations encore plus fines ou des
sch~mas plus pr~cis. En raison de la diffcult6 A imposer des conditions aux limites
inhomog~nes par m~thode globale de type spectral, un bon compromis entre precision et
facilit6 d'impl~mentation semble 6tre comine on le volt ici d'utiliser des sch6mas aux
differences finies d'ordre 4. L'examen des spectres E(KZ ,,Z) (respectivement E(K,,Z)
obtenus en sommant dans chaque plan spectral Z = Cte 1'6nergie par bande K.' = Cle(

KY=Cte ) donne une Wde de la mani~re dont les structures turbulentes sont r~solues par
le maillage, dans chaquc direction. Cette r~solution est satisfaisante dans la direction X: les
spectres d~croissent d'au momns deux d~cades m~me tr~s pr~s de la paroi (figure 11.a). La
taille carat~ristique des structures Atan t nettement plus faible dans la direction
transversale, les spectres E(K,,Z) ont un taux de de'croissance insuffisant (figure 11.b).



log~(X log E(Ky)
0.. 0.

-7. -6.

/,. dsacrgy~spx Paroi log Kx dsWerp~spy Paroi log Ky
0. .2 Ile6.6 1. 1.2 0. .2 .4 . 0 1.0 1.2

FIGURE 11 :spectres, d'6nergle, discr~tisatlon: 18.18-65

Les r~sultats sont amdlior~s (quoique de mani~re encore insuffisante), en augmientant le
nombre de points dans la direction transversale comme le montrent les spectres obtenus
avec 18.32.65 points (figures 12.a et 12.1,)

log EIKI)log Ij y)

-. .20. . .

FIGURE 12 spectres d'4nergie, diser~tisation: 18.32.65

L'influence de ]a discr~fisation est particuli~rement sensible en ce qui concerne les teriries de
transport turbulent T1 , et T, 3 d~ja inentiofnnds. Les r~sultats sont nettement am6lior6s
avec 18.32.65 points comme le montrent les figures 13.a et 13.b ( i comparer avec les
figures 8.b et 1O.b respectivement).



27-14

.4 P13

+ 11+ T13

GAIN .21 0 P113

PERS..PERTIOS

FIGURE 13 termes de bilan, discr~tisation 18.32.65
(a) pour <u~u1 > (b) pour <u~u3 >

4.2 -PRECISION DU SCHEMA EN ESPACE, PROPRIETES DE CONSERVATION AU
SENS DISCRET

Pour obtenir des int~grations num~riques stables sur un grand nombre de pas de temps, il
est n~cessaire d'assurer une conservation, au sens discret, de la quantit6 de mouvement et
de 1'6nergie (dans le cas sans production d'6nergie cingtique et sans viscosit6). Ceci a
conduit certains auteurs . adopter des formes mieux adapt~es pour le terme de convection
Maiisour, 1977 ),(Horiuti,1987 ),soit la forrue 'rotationnelle':

aiU__~ - a__) I O(jUU9

JDx. a x. D~xi 2 ax,

adopt~e ici, soit Ia forme d'Arakawa:

a u, u. a U. a u.
u.- -( _ + _"- ;

J axj 2 ax,. )xi Dx.

Noanmolns, l'adoptioii de la forine 'rotationnelle' et d'un sch~ma de difT~rences finies
d'ordre 2 peut mener i. des impr~cisions pr~s de la paroi, pour les teries de bilaii de
l'6quation de conservation pour le tenseur de Reynolds (voir la figure 16 de Moin, KMm 1982
). Cet inconv~nient peut tre 6vit6 en adoptant la forme d'Arakawa (Horiuti 1987 ) ou
comme nos simulations le confirment en adoptant un schema plus pr~cis d'ordre sup~rieur
oil 6gal 4.

5.- CONCLUSIONS ET PERSPECTIVES

La m~thode num~rique pr~sent~e permet de sirnuler des 6couleinents turbulents de canal,
avec ou sans niodle de sous-maille.
Dans le cas du canal plan comportant deux directions d'homog~n~i tralt6 ici,
l'optimisation de l'algorithme de calcul et l'optimisation inforfiatique eIfectu~e sur
calculateur vectoriel ont permis d'obtenir uii coat de calcul tout fait eonmp~titif de l'ordre
de 1.5 10- seconde CPU/point de maillage /pas de temnps.
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Une procedure de simulation :1 debit constant et des conditions initiales approprics
permettent d'obtenir rapidement un 6coulement de canal turbulent statistiquement
stationnaire et d'effectuer les moyennes statistiques en espace et en temps ndcessaires .

l'obtention des quantitgs intgressant la moddlisation classique de la turbulence. Les
rdsultats obtenus pour les moments d'ordre 2 sont tr~s satisfaisants, compte tenu de ]a
faible discrti sation utilisde. La prdcision peut *ftre amgliorde en ce qui concerne les
moments d'ordre trois, soit par une amelioration de la discrdtisation, soit par l'utilisation
de differences finies d'ordre supgrieur pros des parois.
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R~sum6

On pr~sente des simulations numi-iques de couches de m6lange se d~veloppant iL partir d'un profil de vitesse de base en
tangente hyperbolique, auquel est superposde une perturbation al~atoire infinit~simale. On visualise les cartes de tourbillon
et de temp6rature passive. Les cas suivants sont envisag~s:

a) Une couche de m~lange bidirnensionnelle avec des conditions aux limites p~riodiqucs ians la direction de l'6coulement
de base (couche ternporelle). Le code numirique utilise des m~thodes aux differences finies, et les calculs sont faits pour
des nombres de Reynolds de 1000 et 10000.

b) Une couche de m6lange se d6veloppant spatialement.
c) Une couche de melange tridimensionnelle dana l'approximation temporelle (simulation des grandes 6chelles, code

num~rique pseudo-spectral).

Dans le cas bidimensionnel, on montre que lea structures coh~rentes se d~veloppent A partir de l'instabilit6 de Kelvin-
Helmholtz. Elles int~ragissent en appariements successifs, ont un comportement impredicible, et possbdent un spectre
spatial aL bande large de pente zomprise entre k-3 et k-".

Dans Ie cas tridimensionnel, une viscosit6 turbulente sous-maille permet d'atteindre des nombres de Reynolds impur-
tants: on 6tudie alors l'int~raction entre les structures coh~rentes ii grande 6chelle et Ia turbulence tridimensionnelle petite
6chelle qui cascade suivant un spectre d'6nergie en k-1/3 .

Abstract

We present numerical simulations of mixing layers developing from a hyperbolic tangent basic velocity profile to which
is superposed an infinitesimal random perturbation. The vorticity and passive temperature charts are visualized. The
following cases are envisaged:

a) A two-dimensional mixing-layer with periodic boundary conditions in the flow direction (temporal mixing layer).
The numerical code uses finite differences methods and calculations are done at a Reynolds number of 1000 and 10000.

b) A two-dimensional spatially developing mixing layer.

c) A three-dimensional temporal mixing layer (large-eddy simulation, pseudo-spectral code).
In the two-dimensional case, it is shown that the coherent structures develop from the Kelvin- Helmholtz instability.

They undergo successive pairings, are shown to be unpredictable, and possess a broad band spatial spectrum of slope
comprised between k-3 and k-4.

In trie three-dimensional case, a spectral subgrid-scale eddy-viscosity allows to reach high Reynolds numbers. One
studies thus the interaction between large-scale coherent structures and small-scale three-dimensional turbulence which
cascades along a k-6 1' kinetic energy spectrum.

Liste des Symboles

J: Jacobien
L: taille du domaine de calcul
fa(y): champ de vitesse de base
4. champ de vitesse instantari6
111, U2 : vitesses des deux courants dans la couche de m~lange spatiale
U: dermi-diffirence de vitesses
6: 6paisseur de vorticiti
6,: 6paisseur de vorticit6 initiale
0 (z,V, t): temperature passive
,c: conductivith mol~culaire
A?.: longuour d'onde du mode le plus amplifi6



k.= 21r/A.: mode longitudinal le plus axnplifii
v: viscosit6 moliculaire
vi1: viscosit6 sous-maille biharmonique

(r, y, t): function de courant
0: champ de tourbillon

~-:operateur de d6rjv6e en suivant le mouvement

I Introduction

k: nombre d'onde
k,: nombre d'onde de coupure en simulation des grandes 6chelles

rt:taux d'erreur
E(k): spectre d'6nergie cin~tique
T(klk,): transfert sous-maille d '6nergie cinktiqIme
vt(kl k,): viscosit6 turbulente spectrale sous-rnaille
ict(k, kr): diffusivit6 turbulente spectrale sous-maille

Des structures quasi-bidimensionnelles spatialement organis~es sont fr~quemment rencontr6es dans des 6coulements
cisaill~s libres h grand nombre de Reynolds tels que les couches de m~lange [1], et les jets ou sillages [21. Ces structures
sont particuli~rement fr~quentes en aironautique, par exemple apr~s d~tachement d'une couche limite. Elles jouent un r6le
important dans le transport de quantit6 de mouvement ou de chaleur, et sont capitales dans les processus de transition k6
la turbulence. Elles interviennent 6galement en combustion, oii elles d~terminent souvent les fronts de flamnme.

Nous nous limiterons ici L 1'6tude de Ia couche de melange incompressible, considir6e comme prototype d'6coulement
turbulent o6~ coexistent structures coh~rentes et turbulence h plus petite 6chelle. Nous nous int6resserons successivement i
Ia couche de melange bidimensionnelle p6riodique dans Ia direction de l'6coulement de base (couche temporelle), la couche
bidimensionnelle se d6veloppant spatialement (couche spatiale), et la couche temporelle tridimensionnelle. Des r~sultats
concernant le jet de Bickley sont donn~s dans les r~f6rences [3] et [4].

2 La couche de ni~lange temnporelle bidimensionnelle

2.1 Mkthodes numnriques

Nous r~solvons num~riquement 1'6q iation de Navier-Stokes bidimensionnelle

T- 6
tx

Figure 1: domaine de calcul et &coulement de base de Is couche de milange bidimensionnelle temporelle.
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00i

w =-V
2 3b(Z, Yt) (2)

eat la vorticiti, 0 itant Ia fonction de courant de 1'6coulement. L'op~rateur D/Dt eat la diriv&e Lagrangienne en suivant
le mouvement de la parcelle flu ide, donnie par

D a 3

oil J(A, B) = 8A/89z - aB/8y eat l'op~rateur Jacobien.
L'6coulement initial de base

cy)= U tanh(21 ,/6,) (4)

correspond approximativement au profit de vitesse inayen d'une couche de milange turbolente entre deux icoulements
paralliles U, et U2 , loraque P'on se place dana un repire Gafil~en de vitesse (U1 + U2 )/2, avec U = (Ul - U3)/2 (voir
Figure 1). 8, eat l'6paisseur de tourbillon initiate. A ce profit eat initialement superpoeie une perturbation aliatoire de
faible amplitude (bruit blanc) modulde dana la direction y par one gauasienne de largeur 8,. On suppose one pdriodicitk
L dana la direction x, et le domaine de calcut eat un carr6 de c6t6 L. Les conditions aux limites pour y ±L12 sont
des conditiona de non frottement. Lea mdthodes nomiriques utilisdea aunt des diffirences finies sur une grille rdgulire de
256 x 256 points de grille, et sorit d~crites dana [3) et [51.

Ce calcol correspond ii dea itudea de transition dana lea expdriencea de cooche de milange non forcde, le bruit blanc
representant ]a turbulence rdsiduelle due sox couches lirnites de part et d'autre do bard de fuite. 11 donne aussi des
informations sur la formation de structures cohdrentea dana one couche de mdlange turbolente.

La diffusion d'on scalaire passif 0, que 0005 appellerons tempirature, eat 6tudide aimoltaniment. Ce dernier satiafait
une 6quation analogue & 11

= IV0(5)

Dt
o6 eat Is condoctivit6 moldculaire. Le nombre de Prandtl sera ici pris 6gal i 1. La distribution initiate de scalaire

passif eat identique au profit de vitease de base donn par (4), en sorte que celoi-ci permettra de visualiser, tel on colorant
nomdriqoe, le mdlange entre lea deux couranta de vitesse U et -U respectivement.

Afin d'accroitre le nonibre de Reynolds, nous avons aussi fait des 6todea oii le terme dissipatif viV'w dana (1) eat
remplace par -L,1 V

4
UW Cette modification. friquente en turbulence bidimensionnelle, rejette lea effets dissipatifa Vera des

echelles proches de la maille de calcul Ax. Dana le cas de Ia simulation nomdriqoe directe (viscoait6 moldculaire), le nombre
de Reynolda initial Ubl/z eat egal i 1000. Dana le cas de la simulation des grandea ichelles (dissipativit6 modifide), le
nombre de Reynolds 6quivalent Ub,/' 1 (rapport des forces d'inertie et de diffusion) eat 6gal & 10000. La mime modification
eat faite pour le scalaire pasaif, avec un nombre de Prandtl g~ndralisd 6gal it 1. Notons que lea principaux rdaoltats different
peu entre ces deux nombres de Reynolds, pour lea calculs bidimensionnela.

2.2 Dysiamique des structures coh~rentes

Pour respecter Ia condition de p6riodicit6 en x, L doit 6tre un multiple de Ia longueur d'onde fondaxnentale A., mode le
plus amplifi6 dana Ia thdorie de l'inatabiliti lin~aire: en effet, la perturbation aldatoire vs injecter de l'6nergie dana taos
lea modes, et, puisque la croissance de l'inatabilib6 eat initialement exponentielle, c'est le mode syant le plus fort taux
d'amplification qoi apparaitra le premier. La couche rotationnelle initiate d'6paisseur 8, vs dana un premier temps osciller,
puis. par induction de vorticiti, former one rangde de tourbillona de Kelvin- Helmholtz de longoeur d'onde A.. Aux nombres
d' P.y..- :i"'.frA. cst '. penda-it A- 'a viscnsit6. et approximativement 6gat & 7 6j. La Figure 2 montre le
champ de tempdrature correspondant au premier enroulement dana on calcul faisant intervenir 8 toorbillons primaires.
Lea Figaires 3 et 4 montrent lea champs de vorticit6 et de temnpirature reapectivement i la fin du premier et du deuxi~me
appariement. On v~rifie que la tempdrature s'enroule autour des concentrations de tourbillon. Ces imagea prdsentent des
analogies frappantes avec lea visualisations exp,6rimentalea do mdlange entre deux 6coulementsa rdagisant chimiquement,
prdsentdes dana [61.

2.3 Caract4ristiques spectrales et lmpr~flclbilto6

Nous avons 6tudii dana lea rdfdrences (31 et (51 lea spectres spatiaox longitudinaux d'6nergie cindtique et de tempdrature;
il a kt6 montri qoe le spectre d'6nergie cinitiqoe, iniLialement conatitui d'un pic au mode fondaxnental k. = 21r/A., et
de sea harmoniques, ddveloppe one z6ne de type inertiel so moment du premier appariement. La pente de tette zbne eat
comprise entre k-' et k-. Nous avons 6galement 6tudi6 dana [51 Ia prddicibilit6 de la couche de mdlange, en considdrant
deox 6coulements 61~(z, y, t) et il2 (x, y, t), constituds initialement d'alldes de tourbillons de Kelvin- Helmholtz tr~s pinches:
ces champs sont obtenos iL-partir do profit de base (4), auqoel eat soperpoade la mime perturbation ddterministe ao mode
fondamental, et deox rdaliaations diff~rentes do bruit blanc. Le taux d'erreur, d~fini comme

r(t) =< [Ul - tA2]
2

] > ,(6)

croit d'abord exponentiellement, puis satore sous l'effet de la pdriodiciti en x. Pour on calcol A 16 toorbillons initiaux,
r(t) atteind la valeur 0.3, et il eat vraisemblable quoun calcul comprenant on plus grand nombre de toorbillons condoirait
a one ddcorrilation compl~te entre lea deux champs.

Ce type de cooche de mdlange temporelle libre conduit donc h Ia formation de structurea cohirentes, mais qoi ont un
spectre spatial d'inergie cindtique ii bande large, et dont la dynamique eat imprdicible. Ces deux conditions semblent
somfsantes poor confirer i on tel 6coolement on caract~re de turbulence bidimensionnelle.



Fig-are 2- cc'whe temporelle bidimensionneile a6 huit tourbillons; champ de tempe6rature des tourbillons fondarnentaux

Figure I- m~m.- ralcul que ci-dessus; champ de vorticiti (a) et de tempirature (b) iL lissue du premier appariement.



Figure 4: mime calcul que ci-dessus; champ de vort cite (a) et de temp~rature (b) au cours du troisi~re appariement.

Figure 5: couche de m~Iange spatiale; champ de vorticit6. (a) et de temphrature (b).



3 La couch. de aMlange spatial blimen'Ionnelie
Le code de calcul prec~dent a itA adapt6 au calcul d'une couche de m6lange spatiale, a partir d'un icoulement amont en
tangente hyperbolique d'epaisseur 6, perturb6 par un bruit blanc; r6gindr6 i chaque pas de temps. Le domaine de caicul eat
maintenant rectangulaire (r~solution 512 x 64), avec une condition aval de frontiire ouverte (rayonnement de Sommerfeld).
Le nombre 14 Aeynolda amont, conatruit aur 6,, I& demi-djffirence de viteases, et une dissipation biharmonique, eat de
1000. Le rapport de vitesse (U1 - U2 )/(U 1 + U3) eat pris 6gal i6 0.43, comne dlans l'expfrience de 11] Apr~a une phase
de mise en rigime, on observe un 6coulement atatiatiquement atationnaire repreaent6 sur lea Figurea 5a. (vorticiti) et 5b
(temperature): on voit tris nettement, en suivant le mouvement moyen, la formation dle structures cohirentea et leura
appariementa. Lea 6paisaeura de vorticit,6 et de temp-6rature ont un taux de croismance:

U, +U 2 d6 _(7

U, -U, Tx = 0.17

en bon accord avec lea exp-6riencea, et ceci eat confirm6 par un calcul & plus grand rapport dle vitesme 0.7.

4 Un. approche bidimensionnelle de lat tridimenslonnallsation
Lea r~sultats obtenus ci-dessua sur la croisaance de l'irnpr~licibilit6 dana une couche de m6lange bidimensionnelle teni-
porelle permettent de tirer quelquea conclusiona en ce qui concern. la tridimensionnalisation d 'une couch. de mdlange
temporelle tridimenaionnelle initialement quasi-bidimenaionnelle: consid6rona, i un instant initial to, deux sections trans-
verses il(r, Y, Z1 , t) et ti(z, Y, Z2, t) de l'6coulement, d'4paisseur de vorticit6 6. Celles-ci aont preaque identiquea puisque
celui-ci eat quami-bidimrensionnel. Supposons que la distance suivant l'envergure z1 - Z2 soit beaucoup plus grande que
1'6cheUe de corraation suivant z d",ine couche de m6lange turbulent. developpde qui, d'apria lea exp-6riencea, eat de l'ordre
de 6 6 . On peut alarm auppoeer que lea deux champs d il (z, y, zl,t) et 612 = w(x, y, z 2 , t) satisfont deux 6quations de
Navier-Stokez ind6pendantea et appliquer lea r6sultata dl'impr6dicibilitk du paragraph. 2-3. L'6&rt entre lea deux sections
va, croitre, et d . ac la tridimenaionnalit46. Parmni lea micanismes physiques conduisant i Ia perte de pr6dicibilit46, on peut
citerl'appariement de tourbillona, qui peut se produire plua vite ou dana une r6gion diff6rente de l'eapace pour P'un dea deux
champs: il en risulte l'apparition de d6fauts dlans lea rouleaux de Kelvin- Helmholtz, et Ia tridimensionnAliti correapondante
aura lea caract~ristiquea dle Ia. turbulence dle phase observ6e pour lea rouleaux de Rayleigh-Bd6nard en convection thermique.
Ce phenom~ne eat repr6.senth schimatiquement aur Is. Figure 6.

Nous avona d~velopp6 dlans 151 un formalism. math6matique plus pr6cim permettant de relier l'impr~dicibilit6 bidimen-
sionnelle i la croissance d'une instabilith tridimensionnelle: on suppose que Ie champ de vitease tridimensionnel peut se
mettre sous la forme

i(Z,Y, Z, t) = IiD(Zi Yt) + ' ilD(Z,Y, t) sinrz (8)
oii a72j Pt A D mont deux champs bidimensionnels al6atoires non divergenta parallea au plan (z, y). On a donc auperpos6
au champ de base bidimensionnel une onde selon l'envergure z (voir Figure 7). Si P'on report. (8) dana l'6quation de Navier-
Stokes tridimensionnelle, et que P'on tronque suivant z en ne retenant pan lea termea faisant intervenir le mode harmonique

2,on obtient pour 472D + £aD et 112D - aDi deux hquationa de Navier-Stokes bidimensionneles ind pendsantes, en sort.
que P'on eat ramen6 au problme de pr6dicibilith bidimensionnelle. On peut alors facilement identifier Ie taux d'erreur r(t)
de l'6quation (6) avec 1'6nergie cin~tique tridimensionnelle mayenne par unit6 de volume provenant de la contribution en
sin 'z dlana (8). Ua encore, croissance d'impr~dicibilitA 9'identifle &, croissance de tridimenuionnalit46.

Notons enfin que cette instabiliA tridimensionnelle associ~e i l'impr~licibilit46 bidiinenaionnelle n'a pan de longueur
d'onde prifirentielle suivant x.

Figure 6: appariti'>n de d6fauta dana une couche de m6 lange tridimensionnelle temporelle.
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et diffusivit6 spectrales divelopp6 par Kraichnan et mis en ceuvre par Chollet et Leajeur pour la mod6lisation sous-maille
de ]a turbulence isotrope (voir [71). La viscosit,6 turbulente spectrale

,,t(kjk.) = -T(klk.)/2k 2E(k) (9)

eat obtenue i partir du transfert d'6nergie cinitique T(kjk) ;k travers le mode de coupure k,, par un calcul utibiant le
modile -itochastique E.D.Q.N.M. de I& turbulence. En supposant que le spectre d'6nergie au-deli de Ia coupure eat ot k-'/-',
on obtient Ia forme simplifie suivante, qui sera utilis~e ensuite dana tous les cas:

P,(kjkj) = (0.267 +9.21 exp -3k./k) 1E(k,)/k,] 112  (10)

E(k.) 4tar I -. -re d'6nergie au nombre d'onde de coupure k,. Cette viscositk6 turbulente spectrale est ensuite simplement
rajout~e A !- : - -At6 mol~culaire dans le code spectral. Elie permet d'obtenir, dans des calculs de dicroissance libre de
turbulence, ae- ep--tres inertiels en d~croissance auto-similaire, de pente proche de k-$/' au voisinage de Ia coupure.
L'6nergie cinktiqje A rdit dans ces calculs en t-

1
-
4

, en bon accord avec lea exp~riences de turbulence de grille.
Le rtmbre .1 ' i andtl turbulent &'(klk.)/ict(kjk.), o xtdklk,) eat ]a diffusivit6 turbulente spectrale calcul~e & l'aide

des transi rt, Pt 4a spectre de temphrature, est pris constant et 6gaI 1 0.6. En fait des travaux r~centa [81 montrent qu'il
croit avac kc entre lea valeurs de 0.2 et 0.8. Mais cette variation n'a pas d'incidence sur lea calculs qui vont sujyre, o& la
temperature passive Wesat utiliska que comme colorant numkrique, pour visualiser lea structures de 1'4coulement.

Le domaine de c~acul dana I'espace physique eat un paral6l6pipkde rectangle de c6t~s L., L. et L.. L'~coulement de
base eat encore donn6 par (4). La tempf6rature passive a une distribution identique. On suppose Ia piriodiciti suivant x et
z. Dana l'aspace de Fourier, Ia r6aolution eat de 64 points suivant k. et k. et 32 points suivant k.,

Dana Ie calcul que noun pr~aentons, L. = 2A.. On superpose & 1'&oulement de base un bruit blanc: d'inergie cinitique
< U'

2 >= 10-4 U2. La Figure 8 montra In. surface d'iso-valeur 0 du acalaire pasaif, au moment de Ia croissance de l'instabilith
bidimenuionnelle primaire. La Figure 9 montre I& mime surface apr~a "roll up* des deux rouleaux de Kelvin-Helmholtz.
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Figure 9: mime isco.surface quo dans I& Figure 8, apRoe formation de rouleaux de Kelvin-Helmholtz (t =26 6/U.

- - --- -.- .J

Figure 10: iso-surface (w.)../2 de I& vorticith w. au. mime instant que dlans la Figure 9.
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FLUID DYNAMICS PANEL - ROUND TABLE DISCUSSION
Cesme, Turkey

Prof. Young
It is my happy task to introduce to you Professor G.M. Lilley of Southhampton University who kindly
volunteered with only a little pressure to be the Technical Evaluator and he will give a sums.-y of his
report that he is preparing.

Prof. Lilley
Thank you Professor Young and members of the AGARD Fluid Dynamics Panel. It is a privilege to be invited
to take on this task of the technical evaluation. At this stage in the proceedings I can only say that
all the speakers and those that contributed to the discussions have set me a nearly impossible task. I
think you will all agree that to be alert for four and a half days and to get to grips with some of the
very major issues and the very complicated problems that many of you have set out in the various papers
that you have contributed, poses one with a very difficult task in presenting even, one might say, a
snapshot of the major conclusions which can be drawn from this symposium. I hope you will bear with me.
I will try to keep my remarks as brief as possible although I hope I can pay credit to the various
contributions that have been made. I hope you will allow me to take my time after this meeting to come
forward with my full evaluation of the meeting, and if I do come forward in my final report with perhaps
some slightly different and more concrete conclusions than I present here today, I hope you will accept
those in the spirit in which I will finally deliver them.

Before I present some of the conclusions I have reached from this meeting, I would like to remind you of
the goals that were set by the Program Committee. It will only take a few minutes to discuss these. If I
read correctly the various notes prepared by the Program Committee and as presented by Prof. Young at the
start of this meeting, it appears that many of the questions they posed could be channelled into two major
objectives. Firstly, it was to consider progress on the improvements in prediction schemes for
three-dimensional flows, involving laminar, transition and turbulent boundary layers. Secondly, it was to
review the state-of-the-art in the understanding of the physical and dynamic processes governing the flow
structure in the various three-dimensional shear layers, particularly in transitional and turbulent flow,
and which include attached and separated flows on wings and bodies and internal duct flows as well as in
mixing regions. As part of this goal was an objective to consider the differences in flow structure which
occur in three-dimensional flows from those which are present in corresponding flows in two-dimensions.
Overall there was the expectation that with progress made on these two objectives there would be
consequential improvements, or suggestions relating to improvements, in turbulence models suitable for
these flows. It was expected that attention would be focused on gaps in knowledge and that these would
form the basis for future research. These were basically the goals.

I would like to open my remarks by speaking first on this final objective which concerns turbulence
modelling. As Prof. Young said in his introduction we often see good results presented from a model yet
the flow physics is poorly understood. But then this is not so surprising for although the physics of
turbulence as well as transition is poorly understood, the results using turbulence models always need to
be calibrated against good experimental data. I would like to clarify this by making a few remarks which
I hope will complement the excellent presentation and review on the state-of-the-art in turbulence
modelling given by Prof. launder this morning. I am sure we all accept, and this came out clear in Prof.
Launder's lecture, that in the modelling of three-dimensional turbulent flows, our methods are largely
based on the experience gained from the modelling of two-dimensional flows, where even here the models
necessarily include strong empirical inputs. Time alone will confirm if this procedure is adequate. It
is also worth reminding ourselves, that although our flows are time-dependent1 , nevertheless our model
equations relate invariably to a time-independent flow through the Reynolds-averaged Navier-Stokes
equations. These are solved by the introduction of further equations for some or all of the Reynolds
stresses, or by making use of algebraic stress models, and including certain closure conditions, as
discussed by Prof. Launder. The modelling of this time-independent flow cannot resemble in any way the
complex three-dimensional flow structures in the actual flow. All our current turbulence models involve a
modelling of the mean structure of the turbulent flow, which is by definition the average of a large
number of independent realisations of the instantaneous flow field. In some of the beautiful flow
pictures that we have seen during this symposium, mainly obtained from the output of the direct numerical
solution of the Navier-Stokes equations, we have been able to observe some of those time-dependent
realisations that occur. It can be inferred that the mean of these realisations do not necessarily bear
much resemblance to some of the processes that are active instantaneously. (The Reynolds stress, u'v', is
only non-zero for a small fraction of an event cycle, and yet it must be modelled as a continuous
function.) The difficulty therefore in turbulence modelling is to devise a model for the mean turbulent
structure, which when inserted into the Reynolds-averaged Navier-Stokes equations, will give output
similar to that obtained from averaging the large number of independent realisations in the actual
flow.2 A further problem is that the quantitative empirical input to these equations, which forms an
essential part of the turbulence model, comes from time-averaged measurements, such as the
root-mean-square values of the turbulent normal stress components u', v', w', and the tangential stress
components such as u'v', and again cannot reflect the event history of the turbulence. In order to
improve turbulence models not only must the underlying complex dynamical turbulent flow processes be fully
understood as they occur instantaneously, but also as they relate to the average flow conditions.

1 In the actual flow the flow structures move with the flow, whereas in the Eulerian frame we need to
specify the entire flow field at one time. Hence our equations are ill-conditioned in providing a
framework to describe the dynamic flow structure in a turbulent flow.

2 The turbulent flow has therefore necessarily to be modelled in an over-simplified form by a few
descriptors such as two scalar quantities, the local kinetic energy (k), and a single length scale (i),
representative of the turbulent mixing process. With 1 and k we can then establish the order of magnitude
of other flow parameters Involved in the mixing process, such as the turbulent vorticity, /k/l, and the
turbulent viscosity, 1/k. The strength of the turbulent mixing is given by (/kl/l)1 2 , which has the
sane magnitude as the turbulent viscosity, and is one reason for the use of that quantity as a simple
descriptor of the turbulent mixing process.
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It is only when we have this understanding, and this was also mentioned by Prof. Young in his introductory
remarks to this meeting, that we can exert a strong influence in improving models of turbulent shear

flows. Invariably as more flow-field information becomes available, the problem of converting this
information into a flow model becomes more complicated, especially if attempts are made to include some of
the more prominent features of the time-dependent history in our flow models. Nevertheless a turbulent
model which ignores totally the true event structure that exists in the actual turbulent shear flow, must
surely be of only strictly limited application.

I am reminded that Townsend was one of the first to propose that for most practical purposes there are
cssentially two major scales in most turbulent shear flows, and which must be modelled. One scale he
called the large eddies and the second scale the small eddies. In Townsend's terminology the small eddies
are not the dissipation eddies. He argued there was a scale smaller than the largest eddies in the flow
which contained much of the turbulent kinetic energy. Whereas the large scales were very anisotropic and
a function of the given turbulent shear flow, the small scales were more isotropic and universal in
character. From that time onward many models have been built on this concept that there is a large scale
structure peculiar to the given turbulent flow, coexisting with a small scale structure, which is more
universal. It is perhaps somewhat surprising that of the various turbulence models that we have to date
most of these present a more nearly universal character for the turbulence in all its scales. But of
course we know, and have known for a long time that a near universal character to the turbulence does not
exist, and models which express that fact have strictly limited application in the prediction of turbulent
shear flows. However, as Prof. Launder explained, although many current turbulence models may appear
universal in character, some of the adjustable constants that appear in these turbulence models reflect,
perhaps obliquely, the changing character of the turbulence in modelling each particular flow case. It is
of importance to realise that the major difference in turbulent structures from flow to flow is in their
large-scale structure. Since evidence exists that there are substantive differences between predictions
based on current models and experimental data both for external and internal flows, this gap, we
anticipate, is only likely to be closed by improvements to existing turbulence models, and that such
improvements should reflect the changes in the large scale structure as the flow develops and passes from
one zone to the next. Thus we seek information on the large eddy structure in each flow case and routine
methods for its evaluation. If, as we now observe the large scale structure is organised, then it should
be possible to represent it by some form of modelled coherent motion.

The further challenge is how best to use this large eddy information in seeking improvements to the
quasi-universal character of the turbulent flow models in the form presented by Prof. Launder. That to
some extent, and Prof. Launder I am sure will be the first to say, adds another complexity and one we
would wish to avoid. If turbulent flow predictions can avoid knowledge of t'-e large scale structure
implicitly, then so much the better. The use of zonal methods, pioneered by Kline, is a step in this
direction and has been shown to give good results in two-dimensional flow. Thus the problem today is not
so much that a knowledge of the large scale structure is necessary, but rather the extent of the likely
improvements in the accuracy of predictions when such knowledge is incorporated into our turbulence
model. To calculate the properties of the large scale structure would involve additional equations but
certain candidate methods exist for this at the present time. At most the addition of the time-dependent
large eddy structure to the time-averaged flow would almost certainly transform the mean flow into a
quasi-periodic time-dependent flow. This is an added complexity, but with modern computers would not pose
an impossible problem provided the accuracy of the results were improved and so Justify the increased cost
and time of computation. But as stated above such an added complexity may not be necessary for
predictions aimed at providing an accuracy to engineering standards and requirements.

This symposium has been shown many examples of these large scale structures which have been derived from
large eddy and direct numerical simulations. It is a revelation to see today such detailed flow pictures
formed from streak-lines, and showing the growth of components of the vorticity, as compared with the best
of the results from flow visualisation experiments available previously. However, progress in the
detailed understanding of the complex flow processes existing in turbulent shear flows will almost
certainly come from a combination of the results from experiment and from direct numerical simulation, in
spite of the limits imposed by the present generation of supercomputers in terms of the Reynolds number
and the class of flows. The marrying together of the output from the supercomputer and flow visualisation
as obtained in experiments, together with their detailed comparison, is a major step forward in the study
of the dynamical structure of turbulent flows. Work in progress will provide a substantial base on which
to build future research.

Of course the information that we have seen at this symposium from the direct numerical solution of the
Navier-Stokes equations is not only related to turbulent structure but is also related to the
amplification of linear and non-linear disturbances and the formation of highly three-dimensional
structures near the onset of transition. We have seen such examples in the papers presented to the
symposium and the contributions they have made to the understanding of the many mechanisms of transition
in complex three-dimensional flows.

Our symposium covering the past four and half days can be regarded as having been split into two
sections. There have been 7 sessions devoted to theoretical and experimental studies of transition with
20 papers on the program, but only 17 of these were delivered. Our hope is that those authors not able to
present their papers at the meeting will make them available for presentation in the final proceedings. I
hope I can include these papers in my technical evaluation. The turbulent shear flow section was reduced
to 5 sessions of which there were only 10 papers and 8 delivered. I am quite certain that throughout the
Western World today this does not represent the proper balance between research work related to transition
and that on turbulent flow. It is regretted that more authors from the Western World were not here to
present their recent work on turbulent shear flows and thus enabling this symposium to be presented with a
more balanced view of the present state-of-the-art. Since one of the major challenges to this meeting was
related to the state-of-the-art in turbulence modelling and the necessary improvements required in
prediction techniques for design and performance estimation, it was disappointing to find we had only one
paper, that delivered by Prof. Launder. However, as Prof. Launder explained most of his remarks and
experience were related to the comparison of turbulence models with experimental results on internal
flows, and hence a corresponding paper dealing with external flows would have provided a more complete
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picture on the present-day consensus on the accuracy of current methods. Its absence can only be
regretted. This does not reduce the impact of Prof. Launder's contribution since this was a very complete
account of turbulence modelling, comparisons with experiment, and recommendations regarding application to
the study of a variety of flows.
Let us turn now to transition prediction in general three-dimensional flows. A critical factor in all
turbulent shear flow prediction methods is the location of transition, this is independent of the accuracy
of the turbulence model. This applies to both internal and external flows. Many authors directed their
attention to current procedures for predicting transition. The symposium was given a good start with an
excellent, and wide-ranging review by Professors Saric and Reed on the state-of-the-art on the complex
flow mechanisms leading to transition in general three-dimensional flows. Prof. Saric also stressed both
the importance of experiments, and of linear stability even though higher order theories are required to
explain the later stages of transition and the onset of turbulence. We missed Malek's contribution, but I
hope that Malek's paper will be available to us in the published proceedings.

The overall picture thaL I obtained from this section of the symposium was how closely these two major
aspects of the problem, namely transition and turbulence modelling, are coupled together. Indeed the
driving force in this research area Is the uncovering of the underlying physics relating to both
transition and the breakdown into fully turbulent flow. A complete shear flow prediction method must
include a transition prediction method. A number of papers drew attention to this either by proposals to
extend the en method, as used in two-dimensional flow, or by the use of other more complicated
techniques which may prove necessary in certain circumstances. The attacks, by certain authors, on the
transition problem using direct numerical solutions of the Navier-Stokes equations were most revealing and
demand very careful study, although it was evident, as has been known from long experience, that such
results are heavily dependent on initial conditions and particularly in respect of the upstream
disturbance conditions. The results of Jimenez, Spalart, and Fasel et al. place no restriction on the
type and amplitude of disturbances and perform calculations of non-linear stability up to the onset of
turbulence, and generate results in close accord with experiment.

Various papers by Hardy, Da Costa et al., Spalart, and Arnal et al., were presented relating to transition
on sweptwings. Consideration was given to the problems of leading-edge attachment line contamination, and
crossflow instability, including both theoretical and experimental contributions. There was fair
agreement between the various results, where comparisons were possible, and we noted how certain criteria
for estimating the onset of instabilities and transition behaved in relation to measured date.
Nevertheless, there were some anomalous results, such as those of Hardy, on the changes in attachment-line
stability between zero and high incidence, which require further investigation. Two papers were presented
on Gortler vortex instabilities, the first by Leoutsakos et al. was concerned with their development on
the concave surface of a curved channel, whilst the second by Kalburgi et al. was a study of their growth
on the wing concave undersurface in support of the NASA Langley program on advanced supercritical laminar
flow control. Solutions of the Navier-Stokes were presented by Konzelmann et al. on the effects of
longitudinal vortices on transition on a flat plate in agreement with experiment, whilst Jiminez et al. in
considering transition in channel flow, showed that the three-dimensional vortical structures present near
the wall bear some similarity with related structures in turbulent flow. An important aspect of the
transition problem, and on which 1 will comment later, is that relating to the reduction of drag, and in
particular to methods associated with a delay in transition through laminar flow control.

Professor Lowson discussed detailed flow visualisation experiments he had performed showing instabilities
of the leading-edge rolled-up vortex sheet of a delta wing. Although these exF riments were performed at
low Reynolds numbers, there appeared to be support for his conjecture that they were applicable to higher
Reynolds numbers, even though this will need further investigation. A new experimental technique was
described by Stack, of Langley Research Center, concerning multi-array heated elements fixed to the
surface of a wing. He showed that with these heated elements transition, laminar separation and
reattachment could easily be detected simultaneously. It seemed to be a relatively simple method and
obviously many workers will want to investigate its use in future research.

A series of papers were presented on the DFVIR theoretical and experimental program in support of laminar
flow wings for transport aircraft. The experimental study by Muller et al. included the development of
stationary vortices and travelling waves in the three-dimensional boundary layers on a 450 sweptwing,
and comparisons were made with theoretical studies by Fischer et al. and Meyer et al. on both primary and
secondary stability including both linear and non-linear analysis. In general the theoretical work was in
agreement with the experimental data. Prof. Cebeci discussed transition prediction methods for certain
three-dimensional flows based on linear stability and employed an extension of the en method, as used in
two-dimensional flows. In these cases he found good agreement with the experimental results reported
earlier by Arnal et al. There was not universal accord at the symposium that such a simple approach was
valid in general, although it was suggested that the en method might have more general application
provided the n-criterion was modified empirically. This section was completed with the presentation of
two papers dealing with transition in internal flows, one by Dr. Gerard concerning oscillatory separated
flow in a tapered tube, and the second by Prof. Ha-Minh on the direct numerical solution of the
time-dependent Navier-Stokes equations for unsteady flows in cavities and buoyant flows.

The final section of the symposium was mainly concerned with fully turbulent flow. As stated above, apart
from the invited paper by Prof. Launder, there were no other papers comparing predictions, using various
turbulence models, and good independently evaluated experimental data. Therefore one of the governing
challenges set before this symposium, that relating to recent progress in improvements in turbulence
modelling, was only partially addressed. Prof. Bogdonoff discussed the flow structure of a highly swept
shock wave intersecting with a boundary layer in the junction between a wing and a boay. Whereas earlier
results had shown strong separations and reattachments, Prof. Bogdonoff, in this presentation, showed that
the flow appeared to be attached, even though the flow was highly three-dimensional and distorted in
passing through the entire shock wave boundary layer interaction. He also noted the whole flow was
unsteady and this aspect alone would need further investigation. Dr. Coustieux discussed methods by which
the structure of shear flow turbulence could be modified through the introduction of certain controls and
thereby to reduce drag. These included riblets, LEBU's, etc., and showed that such devices can make
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significant reductions in drag, and that they appear to have a wide range of application and not only in
two-dimensional flows. Dr. Coustieux also discussed work on laminar flow and the importance of certain
flow parameters in connection with laminar flow control. Dr. Hirschel discussed the application of
riblets in a full-scale experiment on a Lufthansa A300 aircraft, to investigate how riblets perform in
airline service when exposed to environmental contamination, and to problems of cleaning and maintenance
etc. We look forward with interest to results from this study. The remaining papers respectively by
Kibens et al. and Lesieur et al. considered the three-dimensional vortex development in jets and mixing
regions under external excitation, and the structure of both temporal and spatially developing turbulent
mixing regions as obtained by large eddy simulation methods. In addition Dang presented results for
turbulent channel flow based on direct numerical simulation of the time-dependent Navier-Stokes equations,
and compared these with the results obtained by Kim and Moin and others at Stanford and NASA Ames Research
Center. The results were mainly in good agreement and agreed with experimental data.

My final comment relates to what was said originally in the run-up and in the aftermath of the Stanford
Meeting on Complex Turbulent FLows. To improve turbulence modelling one must subject the computations to
comparison with good independently evaluated experimental data. It is of little use to pick an arbitrary
set of experimental data, making a comparison and saying whether it is good or bad. The experimental data
must be looked at very carefully in respect of their consistancy and accuracy. Indeed the comparative
experimental data needs to be carefully selected from classes of flows which include those mean flow
characteristics imposing rates of strain, flow curvature and three-dimensionality etc, on the turbulence
model used. It is only by such procedures that any inadequacy in the turbulence model used can be tracked
down, and methods to improve it can then be introduced. If the experimental data does not exist then the
first step is to obtain such data. That is the case of three-dimensional external flows, which form a key
role in this symposium. Van den Berg reported that although there have been in the past many experimental
studies on three-dimensional flows, none of these have been accepted as good candidates to test turbulent
models, especially as applied to predictions on current typical sweptwing-body combinations. Hence it was
felt necessary to set up a collaborative European program based on a specially designed sweptwing, where
the entire flow field was to be carefully explored using a large number of standard techniques, with two
wings tested in different wing tunnels and at different Reynolds Numbers. This should provide a
sufficient experimental data bank from which can be made a very careful and detailed definitive comparison
with computations using various turbulence models in various schemes for estimating the flow field. Van
den Berg reported that results were not expected before 1991. This data set will be of immense value in
helping to clarify which turbulence models, and possible improvements to them, are relevant for the
accurate prediction of three-dimensional external flows. Perhaps it is only then that we will be able to
fulfill some of the expectations in respect of turbulence modelling that I am sure Prof. Young had
anticipated should have been an outcome from this meeting.

In conclusion may I say that although all the objectives of the meeting were not met, the review of the
progress made in gaining a more complete understanding of the complex flow structure in turbulent and
transitional three-dimensional flows has been substantial, and the many and varied contributions from all
the authors form a significant base for further research in this subject area. I have learnt much from
this meeting, the lecture sessions and the discussions and thank you again for inviting me.

Prof. Reshotko
I may not be commenting exactly on what Prof. Young has asked of me but let me try to summarize some of my
own reactions to this conference. First of all I want to say that the presentations were almost uniform
in considering the time-dependent components of flows. It was recognized that just about every flow under
consideration, whether it had to do with stability, or transition or turbulent flow, that these processes
were all time-dependent. In fact, near the end when we saw the Navier Stokes computation, the full
simulation or the large eddy simulations, we were certainly made aware of the full time dependence.

Generally we have time-dependent inputs, be they spectra, free stream disturbances or other disturbances
to which a flow is subject. In a laminar flow we consider the stability of the laminar flow to such a
time-dependent input. So we have stability. The result of an instability is into a more complicated
structure, let us say a non-linear stability, this might be linear to non-linear stability results, such
as those shown computationally by papers such as those of Dr. Kleiser lead into phenomena that we
recognize as part of the time-dependent turbulent flows. So here we have a flow path involving
time-dependent considerations including the time-dependent input. When it comes to transition prediction,
we are aware of some time dependence, but we really start a calculation that is independent of the
particulars of a disturbance spectrum. This alternative path we call the en prediction. The en
methods are independent of the specifics of a disturbance environment. How can that be, why do they
work? Perhaps it is somewhat akin to the fact that we do aerodynamic calculations for a standard
atmosphere. Is there ever a standard atmosphere up there? Usually not, but we do our aerodynamic
computations based on some average environment that seems to be reasonable for prediction of performance,
aerodynamics and the like. Similarly the en prediction techniques cannot be perfect because they assume
in effect a standard disturbance environment. The standard disturbance environment is the one that gives
you the standard result, namely one that agrees with a large number of experiments not necessarily all of
them. In going to en predictions we go away from the detailed time dependencies that we have been
emphasizing In this meeting. Similarly, when we go to Reynolds averaged Navier Stokes modelling, we leave
out the details of the specific time dependencies in a given problem. I think that we are aware from the
results presented at this meeting that the time dependencies of flows, at least the low frequency
component or the large eddy component in a shock boundary-layer interaction can be different than the low
frequency components in other types of flow fields. Yet our turbulence modelling does not account for the
differences in the major time-dependent components of these different turbulent flows. We are in a
phenomenon sort of where the Reynolds averaged Navier Stokes modellers, the turbulence modellers, are
trying to develop models that ire sufficiently general to include not only the subgrid simulation which
tends to be universal but also the large scale turbulent motions which are perhaps not as universal and
very much dependent on the flows. We seem to perhaps be heading towards a meeting ground. The meeting
ground is to consider features of both of these, namely in the large eddy simulation techniques. The
large eddy simulation techniques perhaps combine the best of both in that they keep the smaller scales of
the Reynolds averaging as averaged portions because these smaller scales tend to have a more universal
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behavior and yet they also take cognisance of what is happening to the lower frequencies or larger scales
that are dependent on the particulars of a flow. Perhaps with time what will happen is that (I am not
saying what the time scale is) more and more we are tending to follow the upper path and getting somewhat
away from the lower path, at least in forums like this. I am sure that in our engineering forums where
prediction of transition, prediction of skin friction, heat transfer and the like, I am sure that the
lower path will be followed. For those of us that are interested in a better understanding of the fluid
mechanics, i, ;articular a better understanding of the features of a flow field rather than the properties
of a flow on a boundary, that we will be tending more and more to follow the upper path, more and more
emphasizing the simulation through either full time dependent simulation or large eddy simulation. That
is appropriate because more and more we are realizing that there are unsteady features both in transition
and in turbulent flows that are configuration dependent and not as general as we might have believed at
one time.

Prof. Young
Thank you very much Eli. Does anybody wish to comment on what has just been said or add anything to it?

Prof. Roshko
I think, Eli, I would go even one step further in your assertion that these large structures may be
configuration dependent to the extent that not only different shear flows, but a given shear flow may be
affected by its unsteady environment, turbulent noise, and that is completely left out of any turbulence
modelling obviously. I think that is dramatically illustrated by experiments like those of Wygnanski and
Oster, where by adding pure tone to the ambient spectrum, you completely change the shear layer. I think
it is a very serious problem for the future of modelling or for the consideration of the modellers. I am
not sure that you were thinking like that. You emphasized that in connection with the transition, but I
believe it is still there even in the fully developed free-turbulent shear flow. It doesn't seem to be
the same kind of problem for boundary layers or wall layers.

Prof. De Ponte
I have a comment about what was said by Mr. Reshotko. He said that there is something which is geometry
dependent. Many times we see some model coming from potential flow field which predicts some of the large
pictures of vortical flows. For example, I am referring to small calculation of Mook about some vortex
wake and vorticity zc:zentraLion and so on. I want to remark that probably it should be more investigated
the problem of simulating not with complete Navier Stokes equations, but simply adding something to the
external flow in some simplified model and then to see what happens to the flow. Probably it will give
some shortest method of calculation with much more practical interest.

Prof. Reshotko
First let me reply to Anatol briefly. I agree with you. There are many flow fields where non-linearity
sets in very quickly and the basic flow is changed by the environment in the way that you mentioned. That
is perfectly clear. It is a difficult problem that linear stability theory does not deal with that, but
yet it is a very important consideration. Prof. Deponte's remark had to do with vortex modelling of
complicated flow fields. This was in fact the subject of a Round Table Discussion in Aix en Provence at
our meetings about three years ago, and while there were many interesting features presented in the vortex
modelling, one of our problems with that was how to extend it to the compressible flows, the supersonic
and the hypersonic flows as well as '-o incorporate processes of disturbance generation, of turbulence
generation and the like that are a feature of the very flows that we have been discussing at this
meeting. The vortex modelling is helpful for some physical understanding, but is not readily extended
into the flow fields of special interest at this meeting.

Mr. Mangalan, Nasa Langley
Most of the experiments I am aware of involve point measurements using hot-wire anemometry or laser
velocimetry. What I think is necessary to get spatial and temporal correlations, is to make field
measurements. Onc way to achieve this will be to make simultaneous dynamic surface shear stress
measurements using multi-element sensors in addition to hot-wire measurements in the boundary layer. Such
an approach is likely to lead to better understanding of boundary-layer stability and transition
mechanisms.

Prof. Young
Perhaps we should pass on to our next speaker. I have asked Prof. Cousteix to say what he sees as our
future needs by way of research and the problems in the control of boundary layers, particularly turbulent
boundary layers.

M. Cousteix
I don't have too many new things to say, I just have a few comments regarding problems about drag
reduction. First the means to be envisaged in order to reduce the friction drag. As regards the friction
drag there are a lot of solutions that can be envisaged. First the most interesting solution is how to
control laminar flows. There are several ways to do so. We saw it, for example, we can act on the shape
of the wing profile so that we will have pressure gradients which will be adapted which would lead to a
laminar flow on an optimum path but also we can act In a more indirect way having suction on the wall and
also and this can be very interesting, you can try to have re-laminarization flows once they are turbulent
at the leading edge, for example, this is a solution which is really worth examining. Later on when the
flow is completely turbulent we saw that it was possible to act on the turbulent structure either by
acting on the generating process through external manipulators or having an action near the wall through
riblets for example. All these are means that can be envisaged to be mounted on aircraft. We can have
also the tangential injection issues or also a wall curvature. These first processes aimed at friction
drag reduction. The important part of an aircraft drag will have other sources. For example, we have the
separation issues specifically on the aft-bodies and we may try to control such separation phenomena.
Also during the landing or the take-off phases, you can imagine to implement some procedures or processes
so that we can control the boundary layer during those phases or it may be during the cruising phases.
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Another way by another source of drag which is quite important which is called induced drag and this is
reflected in the wing tip vortices and here we have some means also like mills tip fences, winglets also
that can be used, such devices will allow us to have lower drag. Everything which aims at controlling
vortices and vortices are also an importdnt source of drag, all these are quite interesting. There is
something else also, that would be to try to remove all the rough elements that you have on the aircraft,
because if our surfaces were really smooth, we would certainly progress quite a lot. What is needed then
in order to reach these goals? The first thing is to understand the transition phase better, and we have
also to know better more about the organization of turbulence. One of the spinoffs from such studies
would be the riblet examples or the external manipulators. All these mechanisms or devices were used
because we came to know better turbulences. The idea is to have an action on the streaks in the vicinity
of the wall. As long as we didn't know how turbulence was organized around the wall we couldn't do
anything. So this is one of the most characteristic examples for benefiting from spinoffs.

Another point, the second point which is quite important for people working in the application field, we
should have numerical tools or methods so that we can optimize the processes that we want to use in order
to reduce drag. We have to optimize the shapes of the riblets for example. If we had a practical
numerical method to do that then that would be a very good thing if we can come up with the best possible
shape. It is not available to everyone to carry on very long term studies over many years in order to
come up with the optimal shape of riblets. Our American friends can do it, but we cannot for example so
if we had a good fast numerical method and with a good measure of correctness in order to calculate the
values around the walls and near the walls, then it would be much faster and the shapes of the riblets
would probably be much more attractive than what we have nowadays. We have also to try to find
technological solutions, this goes without saying, but the set, the whole set that you have here, three
elements this is a kind of closed look, because as long as you don't have the technological solutions
available then you have to stop studying the possible solutions, for example, for suction that is how to
control the laminar pattern with wall suction. This has been a long standing idea, we know. But this was
updated, so to speak, or trendy again, because of the finding of new technological solutions, so you see
that this will lead us to new fundamental studies and we will find probably new transition criteria. All
this is kind of closed-loop; they interact together.

Dr. Kibens
In connection with this subject, I think that once that we extend the full time-dependent turbulent flow
simulations to run in real time along with an experiment, then the possibility will arise of simplifying
the simulations to the point that we can extract the important features of a flow to be controlled. I
think the computations and the experiments may well converge into a design application that will include
the computational insight as a part of a formal control loop applied on an actual aircraft. That kind of
goal may well unify into an operational set the concepts that we presently study independently.

Prof. Young
Do you see the use of active control by suction or by other means, have you any particular practical
picture of how the control would operate?

Dr. Kibens, McDonnell Douglas
I am thinking here more in terms of what I am familiar with, namely, the application of these concepts to
noise control, or sonic fatigue control, or perhaps the effects that we observe in the exhausts from
propulsion systems when we have multiple plumes interacting. There are some coupling effects which
involve turbulent shear layer mechanisms, whose control perhaps does not require anywhere near our full
spectrum of understanding; nonetheless, perhaps we can extract some significant controllable features from
the computations that would then enable us to apply them in real time on an aircraft by sensing these
particular important problems and controlling them in an operational sense.

Prof. Young
Dr. Khalid, do you want to comment?

Dr. Khalid
Yes, my comment actually concerns the earlier remarks on the drag reduction techniques. One area of drag
reduction which needs a little more emphasis, I think, is the concept of Natural laminar Flow. We do now
have the computer codes for designing NLF airfoils, and the manufacturing capabilities to produce ideally
smooth aerodynamic surfaces which can give us the extended regions of laminar flow. This is another area
which should be re-explored.

Mr. Elsenaar, NLR
One more question about the realization of laminar flow. This meeting leaves me a little bit in the dark
in that respect. We have seen examples like Mullers swept plate where there are vortices that are not
brought into the boundary layer per se, but are just there because of roughness effects or because of
certain imperfections in the flow or on the model surface. They might get amplified to transition. You
have heard from Professor Saric in the beginning that three-dimensional transition might be an ill-posed
problem. Is it possible at all on theoretical grounds to prove that natural laminar flow is feasible? We
know it from practical considerations, but is it possible to prove it at present from theoretical
grounds? There are so many variables that you have to take into account.

Prof. Reshotko
You have noted that laminar flow on shaped airfoils has been achieved to Reynolds numbers that are larger
than one might expect. I think that this is simply the result of good practice with respect to the
features of instability and transition that we understand. The basic instabilities that might give rise
to transition are certain characters, and if we can avoid that then we can have more extensive laminar
flow, and this has been demonstrated time and again in various transition controls. What is called
natural laminar flow really results from trying to have as much favorable pressure gradient near the
leading portions of an airfoil before one gets into separation or before one gets to the pressure
minimum. If you at the same time minimize sweep so that you avoid cross flow instabilities and avoid
leading edge contamination then you can achieve fairly large runs of laminar flow before undergoing



RT r7

transition. There have been other instances with other forms of control of transition on bodies of

revolution where laminar flows have been achieved to extremely high Reynolds numbers, we are even aware of

swept wing controls due to suction where Reynolds numbers in the order of 20 million or higher have been

achieved as part of the X21 program. So, yes, these things are achievable and that the instabilities and

secondary instabilities that have been brought forward are controllable. There are results that say if

the primary instabilities are kept stable then the secondary instabilities won't grow as much. They are

best stabilized by keeping primary instabilities stable. I don't think that the picture is as pessimestic

as you bring out because there are elements of the accomplishment that we do understand and we can achieve

delayed transition.

Prof. Gersten

I would like to ask the experts here why vertical blowing on turbulent flows is not so popular in reducing

friction drag. One knows from diffusers, for example, that they are optimal if the wall shear stress is

almost zero all along the contour. I wonder whether Prof. Launder could comment on the state of the art

of turbulence modelling for turbulent flows with blowing. Why is it not a feasible concept to keep the

skin friction as low as possible by blowing?

Prof. Launder
Mr. Chairman, that is not my area at all. I wonder whether the fact that the reduction of skin friction

by blowing is not used (since clearly it will reduce skin friction) is that by dumping zero momentum fluid

into the stream you are effectively increasing the losses.

Prof . Young
I elve that there are two effects. One is the one you just described and the other is that you bring

the boundary layer that much nearer separation. If you are going to strain your boundary layers'

resources by an adverse pressure gradient, particularly towards the rear of a wing, you do not want it in

a weak state at an early stage in its development. So I think there are two practical aspects which

generally deter people from thinking of blowing.

Mr. Van den Berg
By injecting air you increase the displacement thickness and what you get is a higher pressure drag, which
will offset the lower skin friction drag.

Prof. Young
It is time for me to ask Prof. Launder to deal with the final subject of this Round Table Discussion.

That is turbulence modelling and the future problems involved.

Prof. Launder
Well, you have had a pretty long session from me already, so I will keep these final remarks as brief as I

can. When considering developments in turbulence modelling, it seems to me we should be thinking of three

activities: applications of existing models to new flows and phenomena; refinements to schemes of the

type we currently understand; and the evolution of models of a more radically different type. The first

of these might easily get overlooked, so I should like to start with a few remarks on this topic.

Clearly, applications of existing models are taking place all the time and I would like to underline how

valuable the feedback is in advancing understanding. The second-moment closures that I focused on in my

talk this morning were evolved at more or less the same time as the k- eddy-viscosity model - just a year

or so after. In the simple thin shear flows considered at the time (I am talking about the early 1970's)

there was very little difference between the success achieved in predictions with an eddy-viscosity model

over those obtained from using a Reynolds stress transport scheme. The weaknesses present with the

eddy-viscosity scheme were largely still present at second-moment level. However, over the last 15 years,

by gradually extending applications to types of flows very different from those on which the original

constants were assigned, one does see clearly emerging the superiority of the higher-order closure. That

work has thus helped us discriminate between one option for modelling and another.

At this point perhaps I could pick up on comments made by Eli Reshotko and Anatol Roshko earlier relating

to indications from large-scale structures in turbulent flow. I do not believe that one will necessarily

fail to predict a particular type of flow with a given model just because its large-scale structure is

different from that of another flow which has been successfully tackled. Particularly in flows with large

force-field effects, one can find a great variety of large-scale structures; yet we find the single,

simple second-moment closure presented this morning fairly well predicts the averaged mean and turbulence

properties of such flows. I do, however, agree implicitly with what Anatol was saying that there are
things which are sensible to tackle with a second-moment turbulence model and some things which are not.

There are clearly t-irbulent flows in which sound fields or other effects can play on particular harmonics

and structures; these simply need to be recognized as unpredictable, avoided, and tackled by other

procedures. Recognizing what is and is not a predictable flow, of course, is not always easy, and one may

make mistakes in the process.

Let me now mention what I see as the most urgent refinement to existing models. The equation from which

we obtain the energy dissipation rate is the Achilles heel of current second-moment closures. Despite

developments mentioned in my talk, there is quite a bit of room for improving that equation. For example,

it is well known that in cases where the wall shear stress falls virtually to zero, due to blowing or

other means, one tends to calculate too large length scales near the wall. The other regime where

modelling refinement is especially needed is in the near-wall sublayer. (I am thinking here not just of

flows parallel to the wall but also cases where there is impingement). As an example, a weakness in most

current near-wall models is that they do not predict the maximum dissipation rate to occur at the wall.

We saw this feature in the results from Mr. Dang this morning and also in the earlier simulations from

Stanford; but it is not one that is captured by any of the low-Reynolds-number schemes that I know of.

This brings me to another point: that, increasingly, advances in modelling are relying on full computer

simulations of turbulence. There are two particular areas where I think full simulation could be

especially helpful: one is for an examination of the sublayer structure under a stagnation flow condition

(which, in a sense, is the opposite of the channel-flow cases which have been the subject of studies so
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far), the second is in resolving the problem of why high-Mach-number shear layers spread much more elowly
than an incompressible shear layer. I think a full simulation of a homogeneous supersonic shear flow
(which I understand is about to be undertaken at NASA) would be an immensely valuable undertaking.

In considering finally new types of models, it would be foolhardy to pretend that I can provide answers.
So, I will just pose a few questions and make a comment or two on them. The overall question for me is
"What is the next level of development from what the French would call classical second-moment closure

that will be useful in an engineering context?" I have never really understood what 'classical' is, but I
know that the French use it all the time. Should it be third-moment closure? Certainly some pioneering
work at this level was undertaken in the mid-1970's by Andri's group in meteorology. I can't really
believe, however, that elaborating the model in that direction is going to prove the most productive
because the transport terms (which would be better captured with a third-moment closure) are not really
the most influential in the second-moment equations. Somebody said to me (I think maybe it was Philippe
Spalart) that around Stanford they are saying we ought to solve transport equations for all the components
of the dissipation tensor. I am not too optimistic about doing that either; it seems a great expenditure
of effort for a little return. I acknowledge that the dissipation tensor is probably not as isotropic as
we tend to assume, but I see algebraic ways of accounting for that. What about split-spectrum modelling?
Models at this level seem in consonance with some of the ideas that Geoff Lilley was putting forward: the
idea that one acknowledges explicitly the loose coupling between the larger scale eddies and those eddies
of somewhat smaller scale (but which still contain a significant amount of energy). Schiestel and others
have developed models along these lines, but they have never really taken off in the past. I think this
has been because we have been unable to find problems where their performance was significantly better
than obtained with models that take the whole spectrum in one bite. Some of the types of flow we have
heard of at this conference, for example that downstream of a LEBU device where one is injecting into an

existing large-scale structure much finer gain turbulence, may well benefit from split-spectrum
modclling. WhaE seems quite likely is that for the great majority of flows one probably won't want to go
beyond the second-moment levpl; however, to capture certain classes of flows and phenomena, special
purpose models will be evolved. For example, should we try to acknowledge intermittency? It seems to me
the non-recognition of intermittency is quite a big hole in calculating many free shear flows. What we
might do is to refine Paul Libby's approach of a few years ago of developing a transport equation for the
intermittency itself; or perhaps of adopting PDF approaches which provide something of the same
information. I assur- yoi,, so far as I am concerned, there has been no collusion wich the other speakers
here; but the last point (on my viewgraph) is "Whatever happened to large-eddy simulation?" - - an echo
of one of the points on Prof. Lilley's viewgraphs. It seems to me that the Stanford-Ames group which did
so much pioneering work in that area - since it has been able to do full simulations - seems to have
entirely lost interest in large-eddy simulation. I had written this panel before we heard Marcel
Lesieur's talk this morning and his very impressive large-eddy simulations of the mixing layer were thus
not to hand. Perhaps it is that the views of those taking very different approaches to turbulence are
indeed converging. I would finally comment that split-spectrum modelling provides a natural linkage with
sub-grid-scale models because the model for the finer scale eddies (in a split-spectrum model) is likely

to have strong linkages with improved sub-grid-scale models.

Marcel Lesfeur, Grenoble

In your very nice presentation, you didn't mention what is called two-point closure modelling. These
clsoures are different in nature from one point closure modelling and cannot be directly applied to
industrial turbulent flows, but two-point closureslike EDQNM (or DIA, or Test Field Model) have proved
extremely useful in the past to understand the non-linear physics of turbulence (kinetic energy transfers
between scales in isotropic turbulence, or existence of cascades such as the Kolmlgorov cascade or
inverse cascades in 2-d turbulence). They allow us to solve analytically problems which are difficult,

such as decay of kinetic energy or scalar variance. You need these informations in your modellings. They
also provided very interesting analytical models of singularities for Navier Stokes equations in the
inviscid limit in 3-d, and they can serve as efficient sub-grid scale parameterizations for large-eddy
simulations if you assume that the small scales are not too far from isotroDy. So, I think that, in a
presentation devoted to the modelling of turbulence, you absolutely cannot forget tnis type of modelling,
even if one has in mind industrial applications.

Prof. Launder
Thank you for remedying that acknowledged omission. I am glad you have raised this point because it

provides an opportunity for clarifying what is the relative cost of a two-point closure and a direct

simulation. Can you give some figures for that?

M. Lesieur
Maybe I was not clear. I didn't say that two point closure modelling could be used as a tool of
prediction for industrial flows. I think that it is a step beyond. I said that they are the only fully
non-linear analytical tool which allows us to understand the dynamics of a mainly isotropic turbulence.
For homogeneous turbulence it is more complicated. I agree totally with you that in the anisotropic case
it is very expensive. On the contrary, the isotropic case is cheap. You can reach huge Reynolds numbers
on any kind of computer. For non-isotropic situations the cost can be the same as a large eddy
simulation. This is why when I am in front of a non-isotropic or non-homogeneous flow I prefer to use
large-.'ddy simulations. In thece large-eddy stmula

-
-

, I .se two point closures to model the small
scales. I can tell you that all my present understanding of the physics of turbulence in the small scales
came from these two-point closures. This kind of large-eddy simulation I advocate shares both conditions
which were stressed by previous speakers to be very important: the first one is that, in the large

scales, you describe correctly all the coherent structures which come from instability mechanisms; the
second one is to model the Kolmogorov cascade in the subgrid scales. My aim was not to criticize
one-point closure modelling: the two-point closure modelling is, to me, a different, necessary and

complementary approach.
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Prof. Bogdonoff, Princeton

Brian would you like to make some comment about the future applied to higher Mach numbers? Practically
all of the work that has been presented here and much of the work around the world concentrates on what I
consider "low speed flows", where parameters like streamline curvature are not very large. The gradients
are really not very large. As you increase the Mach number into the supersonic or hypersonic regime, you
will find much stronger gradients and much more streamline curvature than most of the discussions which
have taken place thus far. I suggest that the tests of many of the concepts which we have heard so much
about toe last few days will, in my mind, be really realized only when you try to apply some of these
concepts to some really critical flows: very strong in-plane curvature, very strong gradients, and rather
complex flows. I am concerned that most of the modelling which is clearly 3-d takes place in a flow field
which is primarily 2-d, and the very strong shears, the very strong variation in flow angles that we find
in supersonic flows may conceivably change this structure in a very major way. Do you have some comments
about this projection to the future?

Prof. Launder
I don't really think I can look very far ahead. The reason I advocated full simulations of some critical
very high Mach number test cases is that I am quite sure that current models, even including
compressibility effects, will be found inadequate; I see those as helping us along. Your comments have
reminded me just how strong curvature effects may be in supersonic flows. But, here again, perhaps one
can devise simpler sub-sonic experiments which will test some of those features; for example, curvature is
really the ratio of shear layer thickness to the radius of curvature and one can, let us say, create a
free shear flow and put that through a very tight curve. I can see that you are shaking your head. You
are thinking of corner flows where a supersonic flow just instantaneously changes direction?

Prof. Bodonoff
I was particularly referring to the shock wave boundary layer model that I showed where the surface flow
changes 60 - 70 degrees in a fraction of a boundary layer thickness. That is not something which I have
seen in sub-sonic flows at all.

Prof. Launder
I think for this case, because the change is so immediate, that rapid-distortion theory ought to provide
the kind of insights we need. I don't know if there is a supersonic rapid-distortion theory, but if there
isn't perhaps one will be developed.

Prof. Paailiou
Bot Prof . Li ley and yourself referred to the double structure of turbulence and the loose connection
between the large scale structure and the smaller scale structure and I wonder how loose this connection
is because of the fact that both the growth and the decay of the large scales depends not only on the
shear field but also the interaction of the two kinds of structures. So I don't know when people make
models, in which they superimpose linearly the one field on the other, how much close to reality they are.

Prof. Launder
I don't think there exist quantitatively accurate models for the connection between the large and small
scales. In the so-called split-spectrum approach one is essentially thinking in terms of a plumbing
analogy in which large-scale motions are represented as fluid in a tank which is connected by way of some
valve to a tank at a somewhat lower level containing "medium-scale" fluid. Fluid passes from the
large-scale to the medium-scale tank and eventually leaks out from the latter as "dissipation". The
question is what are the physics of that valve system? You are saying that that is not your question?

Prof. Papailiou
Not only the valve, but I believe that there is another branch going from down to up again.

Prof. Launder (drawing on viewgraph)
So this is -s the Papailiou plumbing extension here, right with a little pump in here that can pump back
fluid from the medium- to the large-scale tank. Well, I am quite sure that is the case if one puts a lot
of fine grained turbulence into a large-scale structure. Part of that fine grained turbulence will become
large-scale turbulence, so it is clear that in general one should have a mechanism for achieving some kind
of transfer back up the energy spectrum. It is the physics of that whole process that is not understood.
I can't elaborate on what tests one might do to clarify it; certainly, the accuracy of one's
split-spectrum model will depend on the accuracy with which that physics is captured.

Dr. Spalart

First I would like to say that the Eij equation was proposed by Ha-Minh in Toulouse, Vandromme in Rouen
nnd Kollmann at UC Davis, not by Stanford people. len I would like to ar.zwer your question of what
happened to LES. A lot of people have been advocating LES, it is more elegant, but I would like to point
out that an LES at high Reynolds numbers is no cheaper than a direct simulation at low Reynolds numbers,
because you are going to use about the same range of scales. LES is also more difficult technically. The
point is that the large non-universal eddies that are so hard to model are not very Reynolds number
dependent. So my provocative conclusion is that to reach perfection in industrial flows, flight Reynolds
numbers and so on, you will need LES, but for fundamental research and study of out-of-equilibrium
effects, swirling and so on, direct simulation is going to be just as useful.

Prof. Launder
Could I just respond by saying that my remarks about LES were in connection with its use in industrial
flows. Surely the costs there will depend upon the accuracy of one's sub-grid-scale model. The worse
your sub-grid-scale model the higher wave numbers you have got to extend your direct simulation to. I
think I remember some work at Stanford, probably 7 or 8 years ago, where they correlated the accuracy of
the sub-grid-scale models, (a very nice piece of work) by successively refining the mesh. The correlation
coefficients were awfully small, If I remember right, between the correct sub-grid-scale stresses and the
predicted ones. I think that there is a lot of room for research aimed at raising that correlation
coefficient.
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Prof. Young
I think that in view of the time, we must close this session. Prof. Lilley set out what he interpreted as
the goals for this meeting. Although goals are never entirely met, we have gone a long way and speaking
for myself, I ha--e enjoyed this meeting very much. The way in which the state-of-the-art has been
formulated for everybody to appreciate where we have got to and also the way in which we have had these
future problems set out for us by the various speakers have been very helpful, and I hope that as a result
the meeting will be fruitful for future research. It only remains for me to thank all the speakers and in
particular those who have given invited lectures and were persuaded in various ways to come and add their
comments this morning. I am most grateful to all of them. Now my last task is to ask our Chairman, Derek
Peckham to close the meeting.

Mr. Derek Peckham
Thank you Professor Young. It is now time to bring this Symposium to a close. I hope you have found it
both informative and stimulating and that you will return to your laboratories with a clearer picture of
the physical aspects of three-dimensional flows that need to be taken into account in your CFD methods for
design and performance estimation. Professor Young, just a moment ago, thanked the speakers for their
presentations. I would like to do that also, and to thank you, the audience, for your active
participation. Thank you very much.

Also on your behalf, I would like to thank the Program Committee for their efforts in organizing this
meeting, and in particular the co-chairmen of the Program Committee, Professor Young and Professor
Roshotko and Professor Lilley for acting as technical evaluator. Thank you very much.

'ext I would like to thank our Turkish hosts, in particular, Colonel Kaya for opening the meeting on
Monday, together with Professor Kaftanoglu for his wetcoming speech. Also our panel member from Turkey,
in particular, Professor Ciray who has done so much over the last year or so, let alone this week, to
ensure that our meeting here has been so successful and enjoyable.

The smooth running of the meeting depends very much on our Panel Executive, Mike Fischer and his secretary
Anne-Marie Rivault, together with many Turkish personnel from ITofessor Ciray's Middle East Technical
University, who have helped during the week on administration support and also the technicians who have
operated the projection and sound equipment for you. I invite you in joining me in thanking all of these

people.

These meetings would not be possible without our three hard-working interpreters back in the booth here,
who have done us so proud here during the week, and I would like to thank on your behalf, Mrs. Celia, Mrs.
Waudby and Monsieur Lenormand.

I would like to conclude with some advertising for our future program. Next year in Norway in May we have
two Specialists meetings, one on Computational Methods for Aerodynamic Design, (Inverse) and Optimization
and the second Specialist meeting on Application of Mesh Generation to Complex 3-D Configurations. In
October 1989 we will be in Spain when the Symposium subjects will be Aerodynamics of Combat Aircraft
Controls and of Ground Effects. I hope that we wil see many of you at these meetings.
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